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Abstract—In this note, the robust output regulation problem of a multi-
agent system is considered. An internal model based distributed control
scheme is adopted to achieve the objectives of asymptotic tracking and dis-
turbance rejection in an uncertain multi-agent system where both the ref-
erence inputs and disturbances are generated by an exosystem.

Index Terms—Distributed control, internal model, multi-agent systems,
robust output regulation.

I. INTRODUCTION

Control of a group of subsystems called agents has been an active and
important area, and distributed control has become a successful strategy
to handle such design issues as stabilization, formation control, and
output regulation of multi-agent systems [5], [7], [9], [11], [13]–[15].

In this note, we consider the robust output regulation problem of
a linear uncertain system composed of � agents. What makes our
problem distinct from the standard linear output regulation problem as
can be found in ([2]–[4] and [12]) is that the control design for each
agent cannot access all the information of measurement outputs. To be
more specific, the � agents are classified into two groups: each agent
of the first group can only use its measurement output for feedback
control, and each agent of the second group can only use the measure-
ment outputs of itself and its neighbors for feedback control. More-
over, the regulated output of these agents may not be readable from
the measurement output. Therefore, the problem cannot be solved by a
decentralized control scheme in which each local control law can only
takes the measurement output of each agent [3]. Under some standard
assumptions plus a mild assumption that the leader node of the con-
nection graph is global reachable, we have managed to solve the above
problem by both state feedback and output feedback controls.

The problem is motivated by many practical problems. Such prob-
lems include having a group of tanks to follow a leader tank for the sce-
nario where some tanks may not see their leader in the parading team
but they can get the position information from those tanks located just
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before them using vision-based sensors, or having a team of coopera-
tive mobile robots to catch a moving target in an uncertain environment.

In contrast with the similar problem studied in [1] and [15], we allow
parameter uncertainties in system matrices by employing the internal
model technique. Under mild assumptions such as the global reacha-
bility of the leader node (corresponding to the exosystem), we establish
that this distributed scheme can lead to the solution of the output regu-
lation problem for uncertain systems by both state feedback and output
feedback control.

The rest of the note is organized as follows. Section II introduces
some preliminaries and the problem formulation, while Section III pro-
poses distributed output regulation via state and output feedback using
an internal model idea. A numerical example is given in Section IV.
Finally, some concluding remarks are given in Section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

Consider an uncertain linear system composed of � interconnected
agents as follows:

�� � ���

��� � ����� � ����� � �����

	� � �
��� � ����

�� � �
��� � ��


 � �� � � � � � (1)

with �� �
� as the state of 
th subsystem, �� � � as the control

input, 	� � � as the measurement output, i.e., the output that can be
measured for feedback control, �� � � as the regulated output, i.e.,
the output that is to be regulated to the origin, and � �

� represent
both the reference input and disturbance and is generated by the ex-
osystem �� � ��. We assume the matrices �, � , and ��, 
 � �� � � � � � ,
are known, and, on the other hand, the matrices ���� ���� �
�� ���, 
 �
�� � � � � � are uncertain and they admit the following forms:

��� ��� � ���� ��� � �� � ����

�
� �
� � �
�� ��� � �� � ���� 
 � �� � � � � � (2)

where ��, ��, 
�, and �� �
 � �� � � � � �� are known and ���, ���,
�
�, and ��� describe the perturbation of ��, ��, 
�, and �� �
 �
�� � � � � �� from their nominal values, respectively.

For convenience, define

� � �������� � � � ����������� � � � ��� ������
� � � � �
��

������� � � � ��� ���

�
����������� (3)

where ����� � � ��� � � ��� � with �� the 
th row of � �
� �� . The

system with � � 	 is called a nominal system.
Some standard assumptions are listed below:
Assumption A1: The real parts of the eigenvalues of � are non-

negative.
Assumption A2: ���� ��� is stabilizable for 
 � �� 
 
 
 � � .
Assumption A3:

����
�� � �� ��


� 	
� �� �� � � ����� 
 � �� 
 
 
 � � (4)

where ���� denotes the spectrum of �.
Assumption A4: �
�� ��� is detectable for 
 � �� 
 
 
 � � .
Remark 2.1: The robust output regulation problem has been thor-

oughly studied in, e.g., [2]–[4] and [10]. In particular, under Assump-
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tions A1 to A4, the robust output regulation problem of each subsystem
can be solved by a decentralized output feedback controller of the
following form (Theorem 1.31 of [10])

�� � �����

��� � ����� � �����
�� �

�
� � � �� � � � � � (5)

provided that, for all � � �� � � � � � , the regulated output 	� is readable
from the measurement output ��, i.e., there exists a constant matrix 
�
such that 	���� � 
������ for all � � � [4],[8], (also see Remark 1.29
of [10]).

However, as will soon be seen from our problem formulation, what
makes our problem interesting is that even though our problem cannot
be solved by the decentralized control law (5) because the readability
condition is not satisfied for all subsystems,1 it is still possible to over-
come the “non-readability difficulty” by introducing a virtual regulated
output for each subsystem. As a result, we can obtain a so-called dis-
tributed control law as will be defined in (8) and (9) to achieve our
objectives. We stress that our approach is totally different from the de-
centralized control scheme in [3] where the output regulation problem
for each agent is assumed to be solved by a local control law.

To describe our problem, we need to give a brief introduction to
the concept of graph ([6]). A directed graph or digraph � is a pair of
sets �� �� �, where � � ��� �� 	� � � � � �� is called a node set and
� 	 � 
� is called an edge set. If ��� �� � � , then node � is said to
be the father of node � and node � is said to be the child of node �. All
the fathers of node � constitute an in-neighboring set of node � and will
be denoted by ��.

If the digraph � contains a sequence of edges of the form ���� ����
���� ���� � � � � ���� �����, then the set ����� ���� ���� ���� � � � � ���� ������
is called a path of � from �� to ���� and node �� is said to be reachable
from node ����. If ���� � ��, then the path is called a loop. If a node is
reachable from every other node of the digraph, then the node is called
globally reachable.

The adjacency matrix of� is denoted as
� � ���������������� �
����������� where ��� � � if ��� �� � � and ��� � � otherwise.

The diagonal matrix�� � ����� �

��� ��� � � � � �
�

��� ���� is called
the degree matrix of � and the matrix � � �� � 
� is called the
Laplacian of �.

A digraph � together with its Laplacian � can be used to describe
the information exchange of a multi-agent system. Given the system
(1), we can define a digraph � with � � � nodes in which node 0 is
associated with the exosystem, and the other � nodes are associated
with the � subsystems. The edge set � contains an edge ��� �� iff the
subsystem � can use the measurement output �� for feedback design.

Having associated system (1) with the digraph �, we can further
make an assumption on the measurement output as follows:

Assumption A5: For � � �� � � � � � , �� � � if ��� �� � � , and
�� � � otherwise.

Remark 2.2: Assumption A5 means that, for subsystems that are the
children of the leader node (exosystem), the measurement output and
the regulated output are the same, and for subsystems that are not the
children of the leader node, the measurement output and the regulated
output are generally not the same. This assumption reflects the fact that
a subsystem can access the state � of the leader iff it is the child of the
leader.

Now we are ready to introduce our distributed control law. First, let
us define a virtual regulated output 	�	 for subsystem � as follows:

	�	 � ��	���� �� � � � ��� (6)

1Readability of � from � implies � � � , � � �� �� � � � � � .

where ��	 � �� if ��� �� � � , and otherwise

��	 �
���

�

����
�	� � 	�� �

���

�

����
��� � ��� (7)

where ���� is the cardinality of the set �� �� � �� � � � � ��.
Clearly, ��	 is a linear combination of the measurable outputs of

these subsystems associated with the in-neighboring set of node �. Thus
we can define the following two classes of distributed control laws:

1) Dynamic State Feedback:

�� � ����� ��
���

��� � ���� ���	�	 � �� �
� � � �� � � � � � (8)

where ���, �
�, �� and �� are some constant matrices to be
described in Section III.

2) Dynamic Output Feedback:

�� � ����

��� � 
����� � 
���	�	 � �� �
� � � �� � � � � � (9)

where��, 
��� and 
��� are some constant matrices to be described
in Section III.

We now describe the distributed robust output regulation problem as
follows:

Problem Statement: Given system (1), find a dynamic feedback
control law of the form (8) or (9) such that the nominal closed-loop
system matrix is Hurwitz, and, for all initial conditions of the closed-
loop system and exosystem, and all sufficiently small parameter per-
turbation �, the trajectories of the closed-loop system satisfy

��

����

	���� � �� � � �� � � � � �� (10)

Remark 2.3: If we view system (1) as a multi-input multi-output
system and assume that the local feedback design of each subsystem
can use all the output measurements, then we can achieve the objec-
tives of the above problem straightforwardly using the standard internal
model approach as can be found in [2]–[4] and [10]. Unfortunately, our
problem formulation only allows the control of each subsystem to use
the measurement output of itself and its neighbors. As mentioned in
Section I, this formulation is motivated from such problem as stabiliza-
tion, formation, and output regulation of multi-agent systems [5], [11],
[13]. Also, as pointed out in Remark 2.1, the above objectives cannot
be achieved using the decentralized control scheme in [3] because the
readability condition for each subsystem may not be satisfied.

III. SOLVABILITY OF THE PROBLEM

In order to make our problem more trackable, we will make the fol-
lowing assumption on the digraph.

Assumption A6: The digraph � contains no loop and node 0 is glob-
ally reachable.

Obviously, ��� �� 
� � once ��� �� � � under Assumption A5.
Under this assumption, we can see that

��

����

	���� � � � ��

����

	�	��� � �� � � �� � � � � �� (11)

Let � � ���� � � � ��� �
�

, �� � � 
��
� � � � 
��

��
�

, �
 �
����� ����� 

� � � � 

� �, �� � ����� ����� 
�� � � � 
���,
�� � ����� ����� 
�� � � � 
���, ��
 � ����� ������
� � � � �
��,
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��� � ����� ��	
���� � � � ����, �� � ����� ��	
��� � � � �� �,
��� � ����� ��	
� ���� � � � ���� � (� � �, 2), and

�� � ��	

�

����
� � �

�

��� �
�
� ���

�� � ��	
�	�� � � � 	���

where �
 is the Laplacian associated with a subgraph of � with node
set ��� � � � � ��.

Then, from (1) and (8) or (9), the closed-loop system can be put as
follows:

	� � ��� ����

	� � 
�

� � ��� � ���

� �
�

�
� � �

���
...

���

(12)

with �� � � �� � ��� �� , �� � ������ � , and

�� �
�� � �� ���

�� ���

� �� ���� �� �� ���

�

�� �
��

�������� � � �

in the case of (8), or

�� �
�� �� ��

� �� � ��� ���
�� ���

�

�� �
��

��� � ��� ������ � �

in the case of (9), where � denotes the Kronecker product, �� is an
� � � identity matrix and � � �� � � � ��	 . We use ��
� �
� to denote
the nominal system value of ���� ���.

Applying Lemma 1.20 of [10] to system (12) immediately gives a
solvability condition on the robust output regulation of system (12) as
follows.

Lemma 3.1: Under Assumptions A1 and A6, the controller (8) or
(9) solves the distributed robust output regulation of system (1) if and
only if �
 is Hurwitz, and for each sufficiently small �, there exists a
unique matrix �� that satisfies

��
 � ���� ���

��� ���� � �� �
(13)

Remark 3.1: The first equation of (13) is a Sylvester equation which
always has a unique solution �� as long as � is such that �� is stable.
If this control law happens to also make�� satisfy the second equation
of (13) regardless of the variations of �, then the control law solves
the problem. In what follows, we will employ the so-called internal
model based control law to handle our problem, this control law is of
particular interest because, as will be pointed out in Remark 3.3, it
can always make the solution of the first equation of (13) satisfy the
second equation of (13) regardless of the small variations of �. That is
how the internal model control law works and that is why the internal
model control law is robust with respect to small variation of the plant
parameter.

We now introduce the concept of internal model as follows ([2],
[10]).

Definition 3.1: A pair of matrices ������� is said to incorporate
a  -copy internal model of matrix 
 if

�� � !
"� "�

� ��

!
��

� �� � !
"�

��

(14)

where "�, � � �, 2, 3, are any constant matrices with appropriate di-
mensions, ! is any nonsingular matrix, and

�� � �
��� ���� �#� � � � � #�

�����
�

� �� � �
��� ���� �$� � � � � $�

�����
�

where # is a square matrix and $ is a column vector such that �#� $� is
controllable and the minimal polynomial of 
 equals the characteristic
polynomial of #.

Remark 3.2: In particular, the pair of matrices ���� ��� incorpo-
rates a  -copy internal model of matrix 
 since �� and �� are special
cases of �� and ��, respectively.

Remark 3.3: An interesting property of the internal model that can
be derived from Lemma 1.27 of [10] is that, if there exists a pair of
matrices %� & such that

%
 � ��% ���& (15)

then & � �. It is this property that makes the solution of the first
equation of (13) satisfy the second equation of (13) regardless of the
small variations of �. The usage of this property will be seen in the
proofs of Theorems 3.1 and 3.2.

Theorem 3.1: Under Assumptions A1–A3, and A5–A6, the dis-
tributed output regulation of system (1) can be solved by a dynamic
state feedback control of the form (8).

Proof: Define ���� ��� as in Definition 3.1 with �� satisfying

'	(�
�� 	 )� ��

�� �
� (�  � 
) � $���� (16)

for � � �� � � � � � . From Lemma 1.26 of [10], the pairs

�� �

���� ��

�
��

�
� � � �� � � � � �

are stabilizable. Then there exist ���� ����, � � �� � � � � � such that

�� �

���� ��

�
��

�
���� ����

�
�� ������ �����

���� ��

� � � �� � � � � � (17)

are Hurwitz.
By Assumption A6, we can always label the subsystems of (1) such

that � * + if ��� +� � � . Let " be such that

��

��
...

��

��

� "��

Then

	��
	��
...
	��
	��

� "��"
��

��

��
...

��

��

� "����

Under Assumption A6, the Laplacian �
 is a block lower triangular
matrix. Thus �
, the nominal value of �� , is also a block lower trian-
gular matrix with the block diagonal entries being given by the matrix
(17), and is thus Hurwitz.

Next we will verify (13). Consider the two cases:
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i) If ��� �� � � , then ��� � ��. For each such �, the closed-loop
subsystem is composed of the ��� controller of (8) and the ���

subsystem of (1). Since (17) is Hurwitz, and ���� ��� incorpo-
rates a �-copy internal model of matrix�, it follows from Lemma
1.27 of [10] that, there exist �� and �� that satisfy

��� � � ��� � �	�
����� � �	�
���� � ���

��� ����� ���� ����� � 
 �

����� � 
 ��� (18)

ii) If ��� �� �� � , then ��� is given by (7). For each such �, the closed-
loop subsystem is composed of the ��� controller of (8) and the
��� subsystem of (1). Again, since (17) is Hurwitz, there exist��

and �� to satisfy

��� � � ��� � �	�
����� � �	�
���� � ���

��� ����� ���
����� �

���

�

����
����� (19)

for any ��� and any �� with � � ��, and any �
� �
��������� ���

����� . Now note that the second equation of
(19) is the special case of (15) with �� � ��, �� � ��, and
� � ����� � �
�. By Remark 3.3

����� � �
� � �� (20)

Let �� � ��	
� �	

� � � � �	

 �	

� �	
� � � � �	


 �
	

. Then (18), (19)
and (20) imply that

��� ����� �	�

� ����� � 
�� (21)

Thus, by Lemma 3.1, the controller (8) solves the robust output regu-
lation problem.

Remark 3.4: Theorem 3.1 and its proof provide a design procedure
for feedback control law (8): select ���� ��� as the minimal �-copy
internal model of �, and then select �
�� 
��� to make (17) stable.

Next, we present the output feedback result.
Theorem 3.2: Under Assumptions A1–A6, the distributed output

regulation of system (1) can be solved by a dynamic output feedback
controller of the form (9).

Proof: Define �
�� 
���, � � �� 	 	 	 � � , ���� ��� as in The-
orem 3.1. Let 
� � �
�� 
���, � � �� 	 	 	 � � . Since ���� ��� is de-
tectable, there exists ��� such that��� ����� is Hurwitz, � � �� 	 	 	 � � .
Set

�� � 
���


�� �
�� �	�
�� � ����� 	�
��

� ��
�� �

���
��

���

� ������ � �������

(22)

with � � �� 	 	 	 � � . Clearly, the pair � ����� ����� incorporates a �-copy
internal model of � for � � �� 	 	 	 � � .

Under Assumption A6, the nominal closed-loop system�� is a block
lower triangular matrix with the block diagonal entries being given by
the following matrices

�� 	�
�

������
����

�

�� 	�
�� 	�
��

����� ���	�
��� ����� 	�
��

���� � ��

for � � �� 	 	 	 � � , which are similar to the following one:

�� �	�
�� 	�
�� 	�
��

� �� � ����� �

���� � ��

� � � �� 	 	 	 � � (23)

and are thus Hurwitz.
Next, similar to the proof of Theorem 3.1, under controller (9), we

have the following conclusion.
i) If ��� �� � � , then there exist �� and �� such that

��� � ����� � �	�
��� � ���

��� ����� ���� ����� � 
 �

����� � 
 �� (24)

ii) If ��� �� �� � , then there exist �� and �� such that

��� � ����� � �	�
��� � ���

��� � ������ � ����
����� � ����

���

�

����
����� (25)

for any ��� and any �
� � �
���

�������� ����� . Now note
that the second equation of (25) is the special case of (15) with
���� � ��, ���� � ��, and � � ����� � �
�. By Remark 3.3
again, we obtain ����� � �
� � �.

Take

�� � �	
� �	

� � � � �	

 �	

� �	
� � � � �	




	

�

It is not hard to see that

��� ����� �	�

� ����� � 
�� (26)

Thus, the conclusion follows from Lemma 3.1.
Remark 3.5: The design procedure feedback control law (9) is sum-

marized as follows: i) select ���� ��� as the minimal p-copy internal
model of �; ii) take 
� � �
�� 
��� to stabilize (17); iii) take ���
such that �� � ����� is Hurwitz; and iv) construct ����, ���� as defined
in (22).

Remark 3.6: If the order of the minimal polynomial of� is ��, then
�� �


� �
� ,�� �

� �
. As a result, � � ��� in (8). More-

over, ���� �
�
� �����
� ���, ���� �

�
� ����
 [with ����, ����

defined in (22)]. Therefore, the dimension of �� in (9) is ��� � �.

IV. EXAMPLE

Consider a system of the form (1) with � � �, and

� �

� � �

�� � �

� � �

� �� �
� �

� �
�

�� �
� � �

� � �
� � � �� 	 	 	 � �

and 	� � �� ��	 , �� � �� ��, � � �� 	 	 	 � �, 
 � �� � ��. The
parameters ��� (� � �, 2) are uncertain parameter with their nominal
value 0.

The system topology is described by a digraph with � �
��� �� � � � � �	 and the entries of the adjacency matrix are ��� � ��� �
�, ��� � �, ��� � �, ��� � �, �	� � � and all the other entries are
zero. Thus, the first two agents can get the exosystem information, and
the others cannot.
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Fig. 1. Positions � of the five subsystems.

As � is not equal to 0, the problem cannot be solved by a decen-
tralized control law. Nevertheless, it can be verified that Assumptions
A1 to A6 hold. Thus, it is possible to solve the problem using the dis-
tributed control law. For this purpose, let the 1-copy internal model for
� be

�� �

� � �

� � �

� �� �

� �� �

�

�

�

�

Construct the distributed control law as follows:

�� � ����� � ��� ��� � ��� �� ������

��� � ���� ���	�� � �� �
�

(27)

where
	�� � 
� � � � �� 	� 	�� � 
� � 
��

	�� � 
� �
�

	

� �

�

	

�� 	�� � 
� � 
��

Set ��� � �
, ��� � ��, �� � ��, �� � �, �� � ��, ��� �
���� ����, ��� � ��� �� ���, 
 � �� 
 
 
 � �. Then

�� �
�� ������ �����

���� ��

�

� � � � �

�
 �� �� � ��

� � � � �

� � � � �

� � � �� �

is stable. By Theorem 3.1, the robust output regulation problem is
solved (see Figs. 1 and 2).

In the simulations, the initial conditions are randomly selected as
follows: ����� � �, ����� � �, ����� � �, ����� � 	, ����� � ��,
������ � �, ������ � �, ������ � 	, ������ � �, ������ � 	, ����� �
�� 	 ��� , ����� � �� � ��� , ����� � �	 � ��� , ����� � �� 	 ��� ,
����� � �� � 	�� , and ���� � �� � ��� . Also

��� �
� �

����� 
 ���	� 


and all other perturbation matrices are taken to be zero.
The numerical results demonstrate the effectiveness of the feedback

(27) by showing position �� and regulated output 	� for 
 � �� 
 
 
 � �.

Fig. 2. Regulated outputs � of the five subsystems.

V. CONCLUSION

In this note, we have studied the robust output regulation problem of
a multi-agent system by a distributed control scheme. The solvability
of the problem has been established and both state and output feedback
control laws based on internal model have been constructed.

The extension of the work in this note to nonlinear setting is under
consideration.
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