Controllability analysis of multi-agent systems with directed and weighted interconnection
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In this article, we investigate the controllability of multi-agent systems with leaders as control inputs, where the interconnection is directed and weighted. We employ weight-balanced partition to classify the interconnection graphs, and study the controllable subspaces with given nontrivial weight-balanced partition. We also provide two necessary and sufficient graph conditions on structural controllability and strong structural controllability. Moreover, we consider the effect of the zero row-sum restrictions of the system matrices on structural controllability.
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1. Introduction

In recent years, multi-agent systems have received huge attention due to the broad applications (Jadbabaie, Lin, and Morse 2003; Fax and Murray 2004; Ren and Beard 2005; Lin and Jia 2010). As one of important problems, coordination control of leader–follower problems has been studied widely with different formulations, where the leader information can be viewed as the control input of the whole multi-agent system. Consensus tracking control for multi-agent systems with stationary or active leaders was considered in Jadbabaie et al. (2003) and Hong, Hu, and Gao (2006). Moreover, multi-leader coordination such as target set aggregation and containment was also considered with deterministic or random switching topologies, where multiple leaders can be viewed as multi-input coordination to drive the whole group of agents (Shi and Hong 2009; Cao and Ren 2010; Lou and Hong 2012).

The controllability study of multi-agent systems aims at driving follower agents to achieve any positions from any initial states with the control inputs provided by the leaders. It is closely related to the leader-follower coordination. The concept of controllability of multi-agent systems was proposed in Tanner (2004), where a sufficient and necessary condition based on eigenvalue and eigenvector of the system matrix was provided to make the follower subsystem controlled by a single leader. In Rahmani, Ji, Mesbahi, and Egerstedt (2009), the controllability was investigated by virtue of equitable partition from graph-theoretic perspective, and it was shown that systems symmetric with respect to a single leader are not completely controllable. In Martini, Egerstedt, and Bicchi (2010), relaxed equitable partition was employed for controllability, with the conclusion that a single-leader follower system is completely controllable if and only if each partition cell contains only one node, and the controllable subspace was also discussed in the uncontrollable case. In Ji, Wang, Lin, and Wang (2009), interesting results were given for checking controllability. In addition, other interesting problems were also considered, including controllability analysis with time-delays (Ji, Wang, Lin, and Wang 2010), homogeneous systems (Twu, Egerstedt, and Martini 2010), switching topologies (Liu, Chu, Wang, and Xie 2008) and link failures (Jafari, Ajorlou, and Aghdam 2011).

Structural controllability and strong structural controllability are also important problems in the study of controllability of multi-agent systems, which characterise the graph conditions of making systems controllable by re-designing weights of arcs when original systems are uncontrollable and of systems being controllable for any non-zero weights, respectively. The graph condition of structural controllability for a single-leader system with fixed topology was investigated in Zamani and Lin (2009), while similar problems were considered for high-order systems in Partovi, Lin, and Ji (2010).

Most aforementioned results mainly were concerned with undirected interconnection systems, where all weights between agents are taken as ones.
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In general cases, the controllability of multi-agent systems depends on both interconnection topology and the weights between agents. The objective of this article is to investigate the controllability of directed and weighted multi-leader systems. The main contributions include: (i) we employ a new partition concept on interconnection graph to characterise the controllability of directed and weighted systems, since the existing techniques, for example, equitable partition (Rahmani et al. 2009) and relaxed equitable partition (Martini et al. 2010), are not appropriate to deal with weighted systems; (ii) we give the necessary and sufficient conditions of structural controllability and strong structural controllability characterised by partitions on interconnection graphs. Moreover, to the best of our knowledge, we first consider strong structural controllability for multi-agent systems; (iii) we discuss the effect of the zero-row sum restrictions of the system matrices on the structural controllability of the considered multi-agent system.

This article is organised as follows. Section 2 provides problem formulation. Then, Section 3 gives controllability analysis based on the newly proposed concept of weight-balanced partition on the interconnection graph. Necessary and sufficient conditions of structurally controllable (SC) and strong SC (SSC) systems are provided in Sections 4 and 5, respectively. The effect of the zero row-sum restrictions of the system matrices on structural controllability was discussed in Section 6. Finally, some concluding remarks are given in Section 7.

2. Problem formulation

In this article, we consider a multi-agent system consisting of \( n + l \) agents in \( \mathbb{R} \). The interconnection topology between agents can be characterised by a directed graph (or digraph) \( G = (V, E) \) with the set of nodes \( V = \{1, 2, \ldots, n + l\} \), set of arcs \( E \subseteq V \times V \). \((i, j) \in E\) if and only if agent \( j \) is a neighbour of agent \( i \). \( F = \{a_{ij}\}_{(n+l) \times (n+l)} \) denotes the adjacency matrix of \( G \), where \( a_{ij} \neq 0 \) if and only if \((i, j) \in E\). There is no self-loop in \( G \), that is, \((i, i) \notin E\) for all \( i \). The set of neighbours of node \( i \) is denoted by \( N_i = \{j \in V | (i, j) \in E\} \). A path from \( i \) to \( j \) in \( G \) is a sequence \( i_0, i_1, \ldots, i_r \) of nodes with \((i_{s-1}, i_s) \in E\) for \( 0 \leq s \leq r - 1 \), where \( i_0 = i \) and \( i_r = j \) with \( i \) and \( j \) called the initial node and the end node of this path, respectively. Graph \( G \) is said to be a directed tree if there is a node \( i_0 \) such that there exists one and only one path from \( i_0 \) to \( i \) for any \( i \neq i_0 \). Graph \( G \) is said to be an inverse-tree if the graph formed by reversing all the directions of arcs of \( G \) is a directed tree. Node \( j_0 \) is called the centre node of graph \( G \) if there exists at least one path from \( j \) to \( j_0 \) for any \( j \neq j_0 \). Graph \( G \) is said to be undirected if \((i, j) \in E\) if and only if \((j, i) \in E\) and \( a_{ij} = a_{ji} \) (referring to Godsil and Royle (2001) for details).

Suppose that a subset of the agents are able to make decisions on their own, which can be regarded as leaders. Without loss of generality, we assume agents labelled \( n + 1, \ldots, n + l \), are leaders (so there are \( l \) leaders) and denote their position vector as \( u = (u_{n+1}, \ldots, u_{n+l})^T \). Correspondingly, the position vector of followers is denoted by \( x = (x_1, \ldots, x_n)^T \). Denote \( \mathcal{I} = \{1, 2, \ldots, n\} \) and \( \mathcal{L} = \{n + 1, n + 2, \ldots, n + l\} \). In the dynamic evolution, all followers obey the well-known neighbour rule (Jadbabaie et al. 2003; Ren and Beard 2005);

\[
\dot{x}(t) = \sum_{j \in \mathcal{I} \cap \mathcal{L}} a_{ij} (x_j(t) - x_i(t)) \\
+ \sum_{j \in \mathcal{I} \cap \mathcal{N} \setminus \mathcal{L}} a_{ij} (u_j(t) - x_i(t)), \quad i \in \mathcal{I},
\]

while the leaders can take any actions on their own. In this article, we assume \((j, i) \notin E\) for all \( j \in \mathcal{L} \) and \( i \in \mathcal{V} \). By undirected graph \( G \), we mean that its induced subgraph of \( G \) consisting of all follower nodes is undirected.

Denote \( L \in \mathbb{R}^{n \times n} \) as

\[
L_{ij} = \begin{cases} 
\sum_{j=1}^{n} a_{ij} & \text{if } i = j, \\
-a_{ij} & \text{otherwise}.
\end{cases}
\]

Then system (1) can be rewritten in a compact form:

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad x(t) \in \mathbb{R}^n, \quad u(t) \in \mathbb{R}^l,
\]

where \( B = (b_{ik}) \in \mathbb{R}^{n \times l} \) with \( b_{ik} = a_{i(n+k)} \) \((1 \leq i \leq n, 1 \leq k \leq l)\) and \( A = -L - \text{diag}(d_1, \ldots, d_n) \) with \( d_i = \sum_{k=1}^{l} b_{ik} \) \((1 \leq i \leq n)\). \((A, B)\) is called the matrix pair (MP) of system (2).

The objective of this article is based on the partition on interconnection graph, to characterise graph conditions on the controllability of system (2), including complete controllability, structural controllability and strong structural controllability. In addition, we say that system (2) is controllable if it is completely controllable for simplicity.

Given a matrix \( H = [h_1, \ldots, h_p] \in \mathbb{R}^{n \times p} \), the column space \( \mathcal{R}(H) \) is defined as \( \text{span}\{h_1, \ldots, h_p\} \). The controllable subspace \( \mathcal{C} \) of linear time-invariant (LTI) system (2) is the column space \( \mathcal{R}(C) \), where \( C = [B, AB, \ldots, A^{n-1}B] \) is the controllability matrix (CM) of system (2). It is well known that system (2) is controllable if and only if \((A, B)\) satisfies either of the
following conditions (Kailath 1980):
(i) \( \text{rank } [B, AB, \ldots, A^{n-1}B] = n \);

(ii) \( \text{rank } [\lambda I_n - A, B] = n \) for any \( \lambda \in \mathbb{C} \). (4)

3. Graph-based controllability conditions

In this section, we investigate the controllability and related properties of system (2) with a fixed interconnection digraph \( \mathcal{G} \).

3.1 Partition and controllability

Rahmani et al. (2009) and Martini et al. (2010) proposed equitable partition and relaxed equitable partition to check the controllability of leader–follower systems, respectively, but the two concepts cannot be directly applied to multi-agent systems with weighted interconnection graphs. In this section, we employ the concept of weight-balanced partition on follower nodes \( \mathcal{I} \) to investigate the controllability of system (2).

For \( i \in \mathcal{I}, k \in \mathcal{L} \), denote \( d(i, k) \) as the length of the shortest path from \( i \) to \( k \), if there is at least one path from \( i \) to \( k \) in \( \mathcal{G} \) and \( d(i, k) = \infty \) otherwise. Define \( \mathcal{P}_\infty = \{i \in \mathcal{I} | d(i, k) = \infty \text{ for all } k \in \mathcal{L}\} \).

Definition 3.1:
(i) A distance-based partition \( \mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_v, \mathcal{P}_\infty\} \) on \( \mathcal{I} \) is defined according to \( i, j \) belong to \( \mathcal{P}_r \) (1 \( \leq r \leq v \)) if and only if \( d(i, k) = d(j, k) \) for all \( k \in \mathcal{L} \). Moreover, \( \mathcal{P} \) is said to be connected if \( \mathcal{P}_\infty = \emptyset \) and chain-like (Figure 1) if \( \mathcal{P}_\infty = \emptyset \) and \( v = n \).

(ii) A weight-balanced partition \( \mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_v, \mathcal{P}_\infty\} \) on \( \mathcal{I} \) is defined according to \( i, j \) belong to \( \mathcal{P}_r \) (1 \( \leq r \leq v \)) if and only if \( b_{ik} = b_{jk} \) for \( 1 \leq k \leq l \) and \( \sum_{p \in \mathcal{P}} a_{ip} = \sum_{p \in \mathcal{P}} a_{jp} \) for all \( i \neq r \). \( \mathcal{P}_1, \ldots, \mathcal{P}_v \) are said to be cells of \( \mathcal{P} \). In addition, \( \mathcal{P} \) is said to be nontrivial if either \( \mathcal{P}_\infty \neq \emptyset \) or \( \mathcal{P}_\infty = \emptyset \) but \( v < n \).

Remark 3.2: For a single-leader graph with identical weights, the concept of weight-balanced partition in Definition 3.1 is the same as the leader-invariant relaxed equitable partition proposed in Martini et al. (2010).

Given a set \( K \). Let \( K_1 = \{K_{11}, \ldots, K_{11}\} \), \( K_2 \) and \( K = \{K_1, \ldots, K_v\} \) be three partitions of \( K \).

Definition 3.3 (Borůvka 1976): \( K \) is said to be a covering of \( K_1 \) if, for any \( 1 \leq s \leq r \), there exists some \( 1 \leq s \leq r \) such that \( K_{1s} \subseteq K_r \). \( K \) is said to a common covering of \( K_1 \) and \( K_2 \) if \( K \) is a covering of \( K_1 \) as well of \( K_2 \). \( K \) is said to be a finest common covering of \( K_1 \) and \( K_2 \) if \( K \) is a common covering of \( K_1 \) and \( K_2 \) and every common covering of \( K_1 \) and \( K_2 \) is also a covering of \( K \).

For any graph with \( n \) follower nodes and \( l \) leader nodes, there is a weight-balanced partition on \( \mathcal{I} \), say \( \{\{i_1, \ldots, i_l\}, \mathcal{P}_\infty\} \), where \( \{i_1, \ldots, i_l\} = \mathcal{I} \setminus \mathcal{P}_\infty \). Suppose \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) are two weight-balanced partitions on \( \mathcal{I} \). Let \( \mathcal{P} \) be the finest common covering of \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \). It is not hard to verify that \( \mathcal{P} \) is also weight-balanced. As a result, the weight-balanced partition on \( \mathcal{I} \) is unique in the sense that the number of its cells is minimal. In the following, denote \( \mathcal{P} = \{\mathcal{P}_1, \ldots, \mathcal{P}_v, \mathcal{P}_\infty\} \) as the unique one with the minimal cardinality. Without loss of generality, in this section we assume that nodes labelled 1, 2, \ldots, \( |\mathcal{P}_1| \) belong to cell \( \mathcal{P}_1 \) and nodes labelled \( \sum_{k=1}^v |\mathcal{P}_k| + 1, \ldots, \sum_{k=1}^{v+1} |\mathcal{P}_k| \) belong to cell \( \mathcal{P}_{r+1}, 1 \leq r \leq v-1 \). Then we have the following result.

Theorem 3.4: System (2) is uncontrollable if \( \mathcal{G} \) has a nontrivial weight-balanced partition \( \mathcal{P} \) and the dimension of its controllable subspace \( \text{rank } C \) satisfies \( \text{rank } C \leq v \).

Proof: We first show that rank \( C \leq v \) if \( \mathcal{P}_\infty = \emptyset \) and \( v < n \). If \( i, j \) belong to the same cell, then \( b_{ik} = b_{jk} \) for \( 1 \leq k \leq l \) and \( \sum_{p \in \mathcal{P}} a_{ip} = \sum_{p \in \mathcal{P}} a_{jp} \) for all \( i \neq r. \) \( \mathcal{P}_1, \ldots, \mathcal{P}_v \) are said to be cells of \( \mathcal{P} \). In addition, \( \mathcal{P} \) is said to be nontrivial if either \( \mathcal{P}_\infty \neq \emptyset \) or \( \mathcal{P}_\infty = \emptyset \) but \( v < n \). Then by recursion, we have \( (A' b_{ik}) = (A' b_{jk}) \) for \( 1 \leq k \leq l \) and \( 1 \leq r \leq n-1 \). Thus, the CM \( C \) is in the following form:

\[
\begin{pmatrix}
* e_1 & \cdots & * e_1 \\
\vdots & \ddots & \vdots \\
* e_v & \cdots & * e_v \\
\end{pmatrix}
\]

where \( e_r (1 \leq r \leq v) \) is a vector of ones with \( |\mathcal{P}_r| \) components. Clearly, \( \text{rank } C \leq v < n \), and hence system (2) is uncontrollable. The controllable subspace \( C \) satisfies

\[
C \subseteq \text{span} \left\{ \begin{pmatrix} e_1 \\ \vdots \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \vdots \\ e_v \end{pmatrix} \right\}
\]
which implies the conclusion. If $\mathcal{P}_{\infty} \neq \emptyset$, we can prove the conclusion by similar arguments given above. Thus, the conclusion follows.

To further characterise controllability, quotient graph and relaxed quotient graph have been proposed for undirected graphs with weight ones in Rahmani et al. (2009) and Martini et al. (2010), respectively (also referring to Godsil and Royle (2001)). Next, we give the corresponding concept based on weight-balanced partition for weighted and directed graphs and reveal the close relation between system (2) and its quotient system.

**Definition 3.5:** The quotient graph $G/\mathcal{P} = (V/\mathcal{P}, E/\mathcal{P})$ of graph $G = (V, E)$ is defined as follows:

1. $V/\mathcal{P} := \{\tilde{i} \mid i \in \mathcal{I}\} \cup \mathcal{L}$, where $\tilde{i}$ denotes the cell of $i \in \mathcal{I}$.
2. $E/\mathcal{P} := \{(\tilde{i}, \tilde{j}) \mid (i, j) \in E \cap (\mathcal{I} \times \mathcal{I}) \text{ and } i, j \text{ do not belong to same cell}\} \cup \{(\tilde{i}, \tilde{k}) \mid (i, k) \in E \cap (\mathcal{I} \times \mathcal{L})\}.$

Moreover, the adjacency matrix $F/\mathcal{P}$ of the quotient graph is defined as follows: $(F/\mathcal{P})_{ik} = a_{ik}$ and $(F/\mathcal{P})_{ik} = \sum_{e \in \mathcal{E}} a_{ik}$ for all $i \in \mathcal{I}$, $k \in \mathcal{L}$ and $i \neq j$.

In Figure 2, all weights are ones except the two labelled 2 and −1. According to Definition 3.1 (ii), the quotient graph is well defined. The system with the quotient graph is defined as follows: $G/(\mathcal{P} \cup \mathcal{L})$. An immediate conclusion can be obtained by combining Theorem 3.4 with Definition 3.5.

**Corollary 3.6:** The dimension of controllability subspace of system (2) is identical to that of the quotient system of system (2). In particular, the controllable subspace of system (2) with $\mathcal{P}_{\infty} = \emptyset$ is

$$\mathcal{C} = \text{span} \left\{ e_1, \ldots, e_{r'} \right\}$$

if and only if the quotient system of system (2) is controllable.

---

### 3.2 Symmetric systems

In this subsection, we consider an important special case of the preceding subsection, symmetric systems.

**Definition 3.7:** System (2) is said to be symmetric with respect to leaders $\mathcal{L}$ if there exists a nonidentity permutation $\psi$ on $\mathcal{I}$ such that

1. $a_{ij} = a_{\psi(i)\psi(j)}$ for all $i, j \in \mathcal{I}$ and
2. $b_{ik} = b_{\psi(i)k}$ for all $i \in \mathcal{I}$ and $1 \leq k \leq l$.

According to Definition 3.7, we can easily spoil the symmetry by re-designing non-zero weights to make them not equal each other. Then, we shall show that the symmetry with respect to the control nodes is a special case of existing a weight-balanced partition. In fact, it is not hard to obtain the following result.

**Lemma 3.8:** System (2) is symmetric with respect to leaders $\mathcal{L}$ if and only if there is a nonidentity permutation matrix $J$ satisfying

$$JA = AJ, \quad JB = B$$

The single-leader symmetry was first proposed in Rahmani et al. (2009), and Definition 3.7 (referring to Lemma 3.8) extends it to multi-leader cases. In the single-leader case, the permutation matrix $J$ satisfies (5) if and only if $JA = AJ$, which is consistent with the result given in Rahmani et al. (2009).

**Example 3.9:** The system consists of followers 1, 2, 3, 4 and leaders 5, 6 with all weights being ones (Figure 3). It is easy to verify that the system is symmetric with respect to leaders 5 and 6. The nonidentity permutation is the one for which $\psi(1) = 2$, $\psi(2) = 1$, $\psi(3) = 4$ and $\psi(4) = 3$.

The nonidentity permutation $\psi$ in Definition 3.7 can be expressed as the product of permutations $\psi = \psi_1 \psi_2 \cdots \psi_r$ uniquely in the sense that $r$ is minimal. We denote $|\psi_r|$ by the order of permutation $\psi_r$ (1 \leq r \leq \tau), that is, the least positive integer $m$ for which $\psi_r^m$ is the identity permutation. Define a...
partition on $\mathcal{I}$ as follows: $i, j$ belong to the same cell if and only if there exist some $1 \leq r \leq \tau$ and a positive integer $m$ such that $\psi_r^m(i) = j$. The newly defined partition on $\mathcal{I}$ is nontrivial and weight-balanced. According to Theorem 3.4, we have the following result.

**Corollary 3.10:** System (2) with $\mathcal{P}_\infty = \emptyset$ is uncontrollable if and only if it is symmetric with respect to leaders and the controllable subspace

$$C \subseteq \text{span}\left\{ \left( \begin{array}{c} e_1 \\ \vdots \\ \vdots \\ 0 \\ e_\tau \end{array} \right) \right\},$$

where $e_r$ is a vector of ones with $|\psi_r|$ components, $1 \leq r \leq \tau$.

### 3.3 Flow invariance

For illustration and understanding, we show some properties related to weight-balanced partition of graph $\mathcal{G}$. Given a partition $\mathcal{Q} = \{ \mathcal{Q}_1, \ldots, \mathcal{Q}_v \}$ on $\mathcal{I}$, we define vector $x \in \mathbb{R}^n$ and subspace $\Lambda_\mathcal{Q}$ based on partition $\mathcal{Q}$ as follows:

$$x_i = x_j \quad \text{whenever } i, j \in \mathcal{Q}_r, \ 1 \leq r \leq v; \quad (6)$$

$$\Lambda_\mathcal{Q} = \{ x \in \mathbb{R}^n | x \text{ is of the form (6)} \}.$$

System (2) is said to be flow invariant with respect to subspace $\Lambda_\mathcal{Q}$ if, for any continuous $l$-valued function $u(t)$, $x(t) \in \Lambda_\mathcal{Q}$ for any $t \geq 0$ provided that $x(0) \in \Lambda_\mathcal{Q}$. The solution of system (2) is

$$x(t) = e^{At}x(0) + \int_0^t e^{A(t-s)}Bu(s)ds, \quad t \geq 0. \quad (7)$$

Suppose the partition $\mathcal{Q}$ is weight-balanced and $x(0) \in \Lambda_\mathcal{Q}$. Then by the weight balance condition in Definition 3.1, all columns of $e^{At}B$ are in the form (6) for any $t \geq s \geq 0$, which implies that the last term in (7) is of the form (6). Therefore, (6) is of the form (6) since $e^{At}x(0)$ is also in the form of (6), that is, system (2) is flow invariant with respect to subspace $\Lambda_\mathcal{Q}$. Conversely, suppose system (2) is flow invariant with respect to subspace $\Lambda_\mathcal{Q}$. Taking $u(t) \equiv 0$, $e^{At}x(0)$ is in the form (6) for any $t \geq 0$ once $x(0) \in \Lambda_\mathcal{Q}$. Then by taking the first derivative of $e^{At}x(0)$ at $t = 0$, we have

$$Ax(0) = \text{of the form (6) once } x(0) \in \Lambda_\mathcal{Q}. \quad (8)$$

Then (8) implies that the last term in (7) is of the form (6) for any continuous function $u(t)$. By taking the first derivative of the last term in (7) at $t = 0$, we have

$$Bu(0) = \text{of the form (6) for any } u(0). \quad (9)$$

(8) and (9) imply that the partition $\mathcal{Q}$ is weight-balanced. Thus, we obtain the next theorem to show that the existence of weight-balanced partition is equivalent to the flow invariance of system (2).

**Theorem 3.11:** System (2) is flow invariant with respect to subspace $\Lambda_\mathcal{Q}$ if and only if the partition $\mathcal{Q}$ is weight-balanced.

### 4. Structural controllability

In the preceding section, we showed that system (2) is uncontrollable if there exists a nontrivial weight-balanced partition on follower nodes. However, in practice, maybe we have to find an effective method to make an uncontrollable system controllable. Since controllability of multi-agent systems depends not only on interconnection topology but also the weights between agents, we can re-design the weights between agents, or add some new control nodes and new arcs to make an uncontrollable system controllable.

In this section, we first consider the method of re-designing weights. Then, we discuss the method to make the system SC maybe by adding new control nodes and/or arcs.

The concept of structural controllability has been proposed for LTI single-input systems in Lin (1974) and the results were extended to multi-input cases in Mayeda (1981). Structural controllability discussed in Lin (1974) shows the capacity to make the system controllable by selecting values for all free parameters, which are the weights of all arcs in our problem. The re-assigned value of the weight of an arc is zero means that the interconnection is cut off. This case is excluded in our problem. Now, we give the corresponding concept of structural controllability for system (2).

**Definition 4.1:** System (2) is said to be SC if there exist weights $a_{ij} \neq 0, (i, j) \in \mathcal{E}$ to make system (2) controllable.

**Remark 4.2:** The structural controllability has been considered for multi-agent systems in Zamani and Lin (2009) and Partovi et al. (2010), mainly based on the existing results for LTI systems in Lin (1974) and Mayeda (1981), where all the weights including $a_{ii}, i \in \mathcal{I}$, are allowed to be re-designed. Different from the existing results, here zero row-sum restriction (i.e. $a_{ii} = -\sum_{j \in \mathcal{N}} a_{ij}$) is forced, which makes the parameters $a_{ii}, i \in \mathcal{I}$ not free but determined by other parameters. Thus, the results on structural controllability for LTI systems in Lin (1974) and Mayeda (1981) cannot be directly applied to our problem.

**Remark 4.3:** If the interconnection between agents is allowed to cut off, a new definition of SC can be proposed as follows: system (2) is said to be SC if there
exist weights $a_{ij}, (i,j) \in E$ such that system (2) is controllable. Similarly, we can prove that under this new definition of structural controllability, the following Theorem 4.6 also holds.

Sometimes, we also say a graph is SC if the system (2) corresponding to this graph is SC. According to the equivalent condition (4), directed chain graphs with the end node as the unique leader are controllable for any non-zero weights and then directed chain graphs are SC.

Before representing the main result of this section, we give two lemmas.

**Lemma 4.4:** Consider chain-like graph $G_1$ with $p$ nodes and a single leader $i_p$ and graph $G_2$ with $q$ nodes and a single leader $j_q$. Denote the node with the farthest distance to leader $i_p$ as $i_1$ and define $G_0 = G_1 \cup G_2 \cup \{i_p, i_1\}$, where $i_p$ is the only leader of $G_0$ (Figure 4). Then $G_0$ is SC if and only if $G_2$ is SC.

**Proof:** Let $(A_2, h_2)$ and $(\hat{A}, \hat{h})$ be the MPs of graphs $G_2$ and $G_0$, respectively. It is not hard to find that

$$\text{rank}(\lambda I_{q-1} - A_2, h_2) + p = \text{rank}(\lambda I_{p+q-1} - \hat{A}, \hat{h})$$

for any $\lambda \in \mathbb{C}$.

Thus, the conclusion follows from equivalent condition (4). \qed

**Lemma 4.5:** Let $G_5$ be a single-leader graph constructed by merging the two leaders of $G_3$ and $G_4$ into the only one leader of $G_5$, where $G_3$ and $G_4$ are single-leader graphs (Figure 5). If $G_5$ is SC, then $G_3$ and $G_4$ are SC. Moreover, if there exist positive weights to make $G_3$ and $G_4$ controllable, then there also exist positive weights to make $G_5$ controllable.

**Proof:** Let $(A_3, h_3) \in \mathbb{R}^{n \times (n+1)}$ and $(A_4, h_4) \in \mathbb{R}^{n \times (n+1)}$ be the MPs of graphs $G_3$ and $G_4$, respectively. By re-labeling the nodes appropriately, we suppose the MP of $G_5$ takes the form

$$
\begin{pmatrix}
A_3 & 0 & h_3 \\
0 & A_4 & h_4
\end{pmatrix}
$$

Thus, the CM $\hat{C}$ of $G_5$ is in the form of

$$
\hat{C} = \hat{C}(A_3, h_3; A_4, h_4)
$$

$$
= \begin{pmatrix}
h_1 & A_3 h_3 & \cdots & A_3^{n-1} h_3 & A_3^n h_3 & \cdots & A_3^{n+m-1} h_3 \\
h_4 & A_4 h_4 & \cdots & A_4^{n-1} h_4 & A_4^n h_4 & \cdots & A_4^{n+m-1} h_4
\end{pmatrix}
$$

where $\hat{C}_1 = \hat{C}(A_3, h_3; A_4, h_4)$ is the CM of $G_5$.

$$
\hat{C}_1 = \begin{pmatrix}
\hat{C}_1 & \hat{C}_2 \\
\hat{C}_3 & \hat{C}_4
\end{pmatrix}
$$

Figure 5. The graph operation in Lemma 4.5.
We can choose a sufficiently small $\sigma > 0$ such that all the entries of $\sigma A_1$ are sufficiently small, and then all entries of $S(\sigma)$ are sufficiently small, where $S(\sigma)$ is the matrix for which $\hat{G}_2(\sigma) = \hat{C}_1(\sigma) S(\sigma)$. Thus, $\det(\hat{C}_4 - \hat{C}_3 S(\sigma)) \neq 0$ for sufficiently small $\sigma > 0$.

Thus,

$$\det \hat{C}(\sigma) = \det \hat{C}_1(\sigma) \det(\hat{C}_4 - \hat{C}_3 S(\sigma))$$

implies that $G_{5}$ is SC, where the re-designed positive weights for $G_{5}$ are the ones in $(\sigma A_3, \sigma b_1; A_4, b_2)$ with sufficiently small $\sigma$. We complete the proof.

Then we introduce the main result of this section, a necessary and sufficient graph condition for structural controllability.

**Theorem 4.6:** System (2) is SC if and only if there exists a connected partition in $G$.

**Proof:** The necessity is the claim (i) in Lemma 4.5. Here we only focus on the sufficiency.

First, we prove the conclusion for the single-leader system (2) with inverse-tree interconnection graph $T$, where the leader is the centre node of the inverse-tree. Since the single-leader directed chains are SC and $T$ can be constructed by directed chains applying the two graph operations in Lemmas 4.4 and 4.5, $T$ is SC by Lemmas 4.4 and 4.5.

Suppose graph $G$ consisting of $n$ followers and $l > 1$ leaders has a connected partition. Then, we can find that $G$ contains $p$ ($p \leq l$) disjoint inverse-trees $T_1, \ldots, T_p$, where the $p$ inverse-trees cover all nodes of $G$ and every inverse-tree has only one leader. Consequently, by what we have proven for inverse-trees, there exist $p$ weights $a_1, \ldots, a_p$ (each weight $a_i$ consists of multiple values corresponding to the arcs of graph $T_i$) such that $T_i(a_1, \ldots, a_p)$ (with re-designed weights) are controllable, respectively. In other words, $\sum_{1 \leq r \leq \binom{n}{2}} |\rho_r| > 0$, where $\{\rho_r, 1 \leq r \leq \binom{n}{2}\}$ are the determinants of all $n \times n$ submatrices of the CM of the union graph of the $p$ inverse-trees with weights $a_1, \ldots, a_p$. Let all the weights of arcs $E(G) \setminus \bigcup_{r=1}^{p} E(T_r)$ be $\varepsilon$ and $\{\rho_\varepsilon(e), 1 \leq r \leq \binom{n}{2}\}$ the determinants of all $n \times n$ submatrices of the CM of graph $G$ with weights $a_1, \ldots, a_p$ and $\varepsilon$’s. When $\varepsilon > 0$ is sufficiently small, $\sum_{1 \leq r \leq \binom{n}{2}} |\rho_\varepsilon(e)| > 0$ since $\rho_\varepsilon(e)$ is a continuous function of $\varepsilon$ and $\rho_\varepsilon(0) = \rho_r$, which implies that $G$ is controllable with weights $a_1, \ldots, a_p$ and sufficiently small $\varepsilon$. Thus, the conclusion follows.

**Remark 4.7:** From the proofs of Lemmas 4.4 and 4.5, we can find that there exist positive weights such that system (2) is controllable if graph $G$ has a connected partition.

**Remark 4.8:** When we say that an undirected graph with arc set $E$ is SC, it means that there exist weights $a_{ij} \neq 0, (i,j) \in E$ satisfying $a_{ij} = a_{ji}$ such that the graph is controllable. Note that Theorem 4.6 holds for directed graphs does not imply that it holds for undirected graphs. In fact, although undirected graphs can be viewed as a special case of directed graphs, the re-designed weights for undirected graphs must satisfy $a_{ij} = a_{ji}$. In other words, designing weights for undirected graphs has certain weight restrictions while it does not for directed graphs. In fact, we also could prove that undirected graph $G$ is SC if and only if there exists a connected partition in $G$ by considering trees instead of inverse-trees and following the same proof lines in Theorem 4.6.

Next, we consider the following question: given a graph that is not SC, how many new control nodes and new arcs between the new control nodes and follower nodes are needed to make the new graph SC? Consider a digraph $G$ with follower nodes $I$ and leader nodes $L$, which is not SC. Define set $I^* := \{i \in I\}$ there is no path from $i$ to all leaders in $L$, which is nonempty by Theorem 4.6. To make $G$ SC, we can add only one control node labelled $n + l + 1$ and new arc set $\{(i, n + l + 1), i \in I^*\}$ by Theorem 4.6. In other words, the number of the new arcs needed is $|I^*|$. At the end of this section, we discuss the following question: given a graph $H$ consisting of $n$ follower nodes, how many control nodes and new arcs between the control nodes and follower nodes are needed to make the new graph SC? Similar problems have been investigated for LTI systems in Liu, Slotine, and Barabasi (2011), where the minimum number of control nodes (i.e. leaders) required to make LTI system SC is closely related with the size maximum matching in the interconnection graph (referring to the supplementary information of Liu et al. (2011) for details). Consider a directed graph $H$ with $n$ nodes (follower nodes). Let $\hat{I}_1, \ldots, \hat{I}_\phi$ be all the node sets satisfying the following property: for any $i \in I \setminus \hat{I}_r, (1 \leq r \leq \phi)$, there exists a path from $i$ to some node in $\hat{I}_r$. By Theorem 4.6, it suffices to add only one control node labelled $n + 1$. Then, we can easily obtain the following result.

**Theorem 4.9:** The minimum number of new arcs required to be added in $H$ to make the new graph SC is

$$\min_{1 \leq r \leq \phi} |\hat{I}_r|$$

and the new arcs needed to be added is $\{(i, n + 1), i \in \hat{I}_r\}$, where $r \in \arg\min_{1 \leq r \leq \phi} |\hat{I}_r|$. Moreover, the minimum number of new arcs required to be added in an undirected graph is the number of its connected components.
5. Strong structural controllability

If a LTI system is SC, then the set of all parameter values that make the system SC is open and dense in the space of all MPs (Lin 1974). However, sometimes we do not allow that the considered system is uncontrollable with some parameters, and therefore, SSC, was introduced and discussed in Mayeda and Yamada (1979). A LTI system is said to be SSC if the system is controllable provided that the re-designed values for all free parameters of this system are not zeros. Here, we introduce the corresponding concept for system (2).

Definition 5.1: System (2) is said to be SSC if system (2) is controllable for any weights \( a_{ij} \neq 0, (i,j) \in E \).

Clearly, every SSC system is also SC. It is not hard to find that the single-leader system (2) with a chain-like partition is SSC. In fact, we can obtain the following result.

Theorem 5.2: The single-leader system (2) is SSC if and only if there exists a chain-like partition in \( G \).

Proof: The sufficiency part can be proven by the equivalent condition (4). Here, we only prove the necessity part. Since SSC systems are also SC, \( P_\infty = 0 \) by Theorem 4.6.

Given an inverse-tree \( T \). According to the distance from the follower nodes to the leader, we can partition followers nodes into disjoint sets \( I_1, I_2, \ldots \), where the distance from the nodes in \( I_r \) to the single leader is \( r \), \( r \geq 1 \). We shall prove that if \( |I_r| \geq 2 \), then there are two positive weights \( a_1, a_2 \) such that the determinants of CMs of \( T \) associated with \( a_1, a_2 \) are positive and negative, respectively. This conclusion is proven by induction on \( n \).

For inverse-tree \( T \), by deleting all the nodes in \( I_r \) and all the arcs with initial nodes in \( I_r, r \geq 2 \), we can get a star graph (Figure 6). Therefore, we first prove the above conclusion for star graphs. Given a star graph with \( p \) follower nodes and weights \( a_1, \ldots, a_p \), it is easy to find that the CM of the star graph is a multiple of a Vandermonde matrix, whose determinant is

\[
\prod_{1 \leq j < k \leq p} (\alpha_j - \alpha_k),
\]

which is positive if \( \alpha_1 > \cdots > \alpha_{p-1} > \alpha_p > 0 \), and negative if \( \alpha_1 > \cdots > \alpha_{p-2} > \alpha_{p-1} > \alpha_p > 0 \).

Suppose this conclusion is true for inverse-trees with \( n \) follower nodes. Consider the inverse-tree \( T_{n+1} \) with \( n+1 \) follower nodes. Select one node, say \( n+1 \), which has the farthest distance among the follower nodes and the leader \( n+2 \). Without loss of generality, let the neighbour of \( n+1 \) be \( n \) and the weight between them be \( \delta \). Denote the subgraph of \( T_{n+1} \) by deleting node \( n+1 \) and arc \( (n+1, n) \) as \( T_n \), which is also an inverse-tree. Let \( C_n \) and \( C_{n+1} \) be the CMs of \( T_n \) and \( T_{n+1} \), respectively. By the induction assumption, there exist positive weights \( a_1, a_2 \) such that \( \det C_n(a_1) > 0 \) and \( \det C_n(a_2) < 0 \), respectively.

The MP of the inverse-tree \( T_{n+1} \) can be written in the form of

\[
\begin{pmatrix}
\tilde{A} & 0 & \tilde{h} \\
0 & \tilde{C}_1 & \tilde{C}_2 \\
-\delta & 0 & 0
\end{pmatrix}
\]

where \( \tilde{c}_1 = (0, \ldots, 0, \delta)^T \in \mathbb{R}^\delta \) and \((\tilde{A}, \tilde{h}) = (A, h)(a_1) \in \mathbb{R}^{n \times (n+1)}\) (with re-designed weight \( a_1 \)) is the controllable MP of \( T_n \). Define \( n_0 = \min \{ i | (\tilde{A}h)_i \neq 0, 0 \leq i \leq n \} \). Since \((\tilde{A}h)_n = 0 \) for \( 0 \leq i \leq n-1 \) contradicts with that \((\tilde{A}, \tilde{h})\) is a controllable MP, \( n_0 \) is well defined. It is not hard to verify that the degree of variable \( \delta \) in the \( (n_0+j)-th \) component of the last row of \( C_{n+1} \) is \( j-1 \) for \( j = 2, \ldots, n-n_0+1 \). When \( \delta > 0 \) is sufficiently large, \( \det C_{n+1} \) is dominated by the term \((-1)^{n-n_0+1}(\tilde{A}h)_n^m \det C_n \). Without loss of generality, suppose \((-1)^{n-n_0+1}(\tilde{A}h)_n > 0 \). Thus, there is sufficiently large \( \delta \) such that \( \det C_{n+1}(a_1, \delta) > 0 \) and \( \det C_{n+1}(a_2, \delta) < 0 \), respectively. Thus, we complete the induction proof.

Given a SSC graph \( G \) with \( n \) follower nodes, we consider the distance-based partition \( \hat{P}_1, \hat{P}_2, \ldots \), where the distance from the nodes in \( \hat{P}_r \) to the single leader is \( r \), \( r \geq 1 \). For every \( i_r \in \hat{P}_r \), \( r \geq 1 \), we select arbitrarily one node \( i_r \in \hat{P}_r \), where \( \hat{P}_0 \) contains only the single leader node. Denote the spanning subgraph consisting of all nodes and arcs \( \{ (i_r, i_j) \in \hat{P}_r, r \geq 1 \} \) as \( \hat{T} \), which is an inverse tree covering all the nodes of \( G \). By what we have proven for inverse trees and setting all weights of arcs that belong to \( G \) but not \( \hat{T} \) are positive and sufficiently small, we conclude that there exist two positive weights, still denoted as \( a_1 \) and \( a_2 \), such that the determinants of CMs of \( G \) are positive and negative, respectively.

Define function \( f(\theta) = \det C(\theta a_1 + (1-\theta)a_2) \), which is continuous on \([0, 1]\) satisfying \( f(0) < 0 \) and \( f(1) > 0 \). Thus, by the intermediate value theorem, there is
on the equivalent condition (4), we have the following result, whose proof is omitted here.

**Theorem 5.3:** \( \mathcal{G} \) is SSC if and only if \( \mathcal{G}_s \) is SSC.

### 6. Zero row-sum restrictions

Structural controllability was first proposed for LTI systems in Lin (1974), without restrictions on the free parameters. However, different from LTI systems in Lin (1974), the system MP of system (2) must satisfy zero row-sum restrictions. In Section 4, we gave a necessary and sufficient graph condition on the structural controllability of system (2) (satisfying zero row-sum restrictions) and provided a self-contained proof. In this section, we shall discuss the effect of the zero row-sum restrictions on structural controllability of system (2).

To make a comparison, we introduce a multi-agent system without zero row-sum restrictions:

\[
\dot{y}_i(t) = \sum_{j \in \mathcal{N}(i) \cap \mathcal{I}} \tilde{a}_{ij} y_j(t) + \sum_{j \in \mathcal{N}(i) \cap \mathcal{I}} \tilde{a}_{ij} u_j(t), \quad i \in \mathcal{I}.
\]

(10)

The interconnection graph of system (10) is denoted as \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \). Different from system (2), here \( \{\tilde{a}_{ij}, i \in \mathcal{I}\} \) are free parameters, that is, \( (i, i) \in \mathcal{E} \) for all \( i \). Thus, the following restriction condition

\[
\sum_{j=1}^{n+1} \tilde{a}_{ij} = 0, \quad 1 \leq i \leq n
\]

may not hold any more. Structural controllability subject to links failure has been studied for system (10) in Jafari et al. (2011). Theorem 2 in Jafari et al. (2011) showed that system (10) is SC if and only if \( \mathcal{G} \) has a connected partition. Next, we give a stronger conclusion for single-leader systems.

**Theorem 6.1:** Consider system (10) with a single leader. If \( \mathcal{G} \) has a connected partition, then for any given non-zero weights \( \{\tilde{a}_{ij}, (i, j) \in \mathcal{E}, j \neq i, i \in \mathcal{I}\} \), there exist weights \( \{\tilde{a}_{ii}, i \in \mathcal{I}\} \) such that system (10) is controllable.

**Proof:** Denote the MP of system (10) as \((\tilde{A}, \tilde{b})\). We shall prove the theorem by induction on the number of follower nodes. The case of \( n = 1 \) is straightforward. For \( n = 2 \), let

\[
\begin{pmatrix}
\tilde{a}_{11} & \tilde{a}_{12} \\
\tilde{a}_{21} & \tilde{a}_{22}
\end{pmatrix}
\
\begin{pmatrix}
\tilde{a}_{13} \\
\tilde{a}_{23}
\end{pmatrix}
\]

be the MP (here we assume \( \tilde{a}_{12} \) and \( \tilde{a}_{21} \) are free parameters, and the conclusion also holds by similar analysis if \( \tilde{a}_{12} \) or \( \tilde{a}_{21} \) or both \( \tilde{a}_{12} \) and \( \tilde{a}_{21} \) are fixed.

Given a directed graph \( \mathcal{G} \), we can apply any one of the above three methods for \( \mathcal{G} \) to obtain a new digraph. Apply any one of the above three methods repeatedly until it cannot be further simplified. Denote the final graph obtained by the above procedures as \( \mathcal{G}_c \). Based
zeros. Since $\hat{G}$ has a connected partition, we have: (i) Both $\tilde{a}_{13}$ and $\tilde{a}_{23}$ are free or (ii) only one of $\tilde{a}_{13}$ and $\tilde{a}_{23}$ is free. In case (i), it is easy to find that the determinant of the CM is
\[ \tilde{a}_{13} \tilde{a}_{23}(-\tilde{a}_{11} + \tilde{a}_{22}) + \tilde{a}_{13} \tilde{a}_{11}^2 - \tilde{a}_{12} \tilde{a}_{23}. \] (11)
Then for given non-zero values $\tilde{a}_{12}, \tilde{a}_{21}, \tilde{a}_{13}$ and $\tilde{a}_{23}$, we can design weights for $\tilde{a}_{11}, \tilde{a}_{22}$ such that (11) does not equal zero. In case (ii), without loss of generality, suppose $\tilde{a}_{13}$ is a free parameter and $\tilde{a}_{23} \equiv 0$ (fixed zero). Since $\hat{G}$ has a connected partition, $\tilde{a}_{21}$ is certainly a free parameter. Thus, the determinant of the CM equals to $\tilde{a}_{21}^2$, which is not zero.

Suppose this conclusion holds for $n$. Then we prove it for graph $\hat{G}_{n+1}$ with $n+1$ follower nodes. Denote the MP of $\hat{G}_{n+1}$ as $(\hat{A}_{n+1}, \hat{b}_{n+1})$. Take a node from follower nodes $\{1, 2, \ldots, n+1\}$, say $n+1$, which has the farthest distance with leader $n+2$, and denote the induced subgraph consisting of nodes $\{1, 2, \ldots, n\}$ and leader $n+2$ as $\hat{G}_n$, which still has a connected partition. The MP of $\hat{G}_n$ is denoted as $(\hat{A}_n, \hat{b}_n)$.

Given $\tilde{a}_{ij}, (i, j) \in \hat{E}(\hat{G}_{n+1}), j \neq i$, $1 \leq i \leq n + 1$. By induction assumption, for weights $\{\tilde{a}_{ij}, (i, j) \in \hat{E}(\hat{G}_n), j \neq i, 1 \leq i \leq n\}$, there exist $\{\tilde{a}_{ij}, 1 \leq i \leq n\}$ such that the MP $(\hat{A}_n, \hat{b}_n)$ (with re-designed weights) is controllable. Therefore, there is an invertible matrix $\Gamma \in \mathbb{R}^{n \times n}$ such that $(\Gamma \hat{A}_n \Gamma^{-1}, \Gamma \hat{b}_n)$ takes the canonical form of controllable MP. An equivalent transform of $(\hat{A}_{n+1}, \hat{b}_{n+1})$ takes the following form:

\[
\begin{pmatrix}
\Gamma 0 \\
0 1
\end{pmatrix}
\begin{pmatrix}
\hat{A}_n & \hat{c}_1 \\
\hat{c}_2^T & \hat{a}_{n+1,(n+1)}
\end{pmatrix}
\begin{pmatrix}
\Gamma^{-1} 0 \\
0 1
\end{pmatrix}
\begin{pmatrix}
\hat{b}_n \\
\gamma
\end{pmatrix}
\]

\[
= \Gamma \hat{A}_n \Gamma^{-1} \hat{c}_1 
\]

\[
= \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 & \hat{c}_{11} \\
0 & 0 & 1 & \cdots & 0 & \hat{c}_{12} \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 1 & \hat{c}_{1(n-1)} \\
\alpha_1 \alpha_2 \cdots \alpha_{n-1} \alpha_n & \hat{c}_{1}\end{pmatrix}
\begin{pmatrix}
\hat{c}_{21} & \hat{c}_{22} & \cdots & \hat{c}_{2(n-1)} & \hat{c}_{2n} & \hat{a}_{n+1,(n+1)}
\end{pmatrix}
\gamma
\]

\[
:= A_{n+1}^c, \quad b_{n+1}^c
\]

Since $(\hat{A}_{n+1}, \hat{b}_{n+1})$ is controllable if and only if $(A_{n+1}^c, b_{n+1}^c)$ is controllable, we only need to prove that there exists positive weight $\hat{a}_{n+1,(n+1)}$ such that $(A_{n+1}^c, b_{n+1}^c)$ is controllable. Consider $(\lambda I_{n+1} - A_{n+1}^c, b_{n+1}^c)$ for $\lambda \in \mathbb{C}$. We first assume $\gamma = 0$. Denote the matrix by deleting the $n$-th row of $A_{n+1}^c$ as $A_{n+1}^{cf}$. Note that $\text{rank}(\lambda I_{n+1} - A_{n+1}^{cf}, b_{n+1}^c) = \text{rank}(\lambda I_{n} - A_{n+1}^{cf}, b_{n+1}^c) + 1$ for any $\lambda \in \mathbb{C}$.

Define $\beta_i = -\hat{c}_{1i}$ and $\beta_{i+1} = \lambda \beta_i - \hat{c}_{1(i+1)}$ for $1 \leq i \leq n - 2$. To make the entries $\hat{c}_{1i}, 1 \leq i \leq n - 1$ zeros, we perform the following elementary column transformations for matrix $\lambda I_n - A_{n+1}^{cf}$: adding the $(i+1)$-th column multiplied by $\beta_i$ to the last column for $1 \leq i \leq n - 1$. The new matrix takes the following form:

\[
\begin{pmatrix}
\lambda -1 & 0 & \cdots & 0 & 0 \\
0 & \lambda -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda & -1 \\
-\hat{c}_{21} & -\hat{c}_{22} & \cdots & -\hat{c}_{2(n-1)} & -\hat{c}_{2n} & g(\hat{a}_{n+1,(n+1)})
\end{pmatrix}
\]

where $g(\hat{a}_{n+1,(n+1)}) = -\hat{a}_{n+1,(n+1)} + \lambda - \sum_{i=1}^{n-1} \hat{c}_{2(i+1)} \beta_i$, which is a polynomial of variable $\lambda$ with coefficients being polynomial functions of variables $\hat{c}_{ij}, i = 1, 2, 1 \leq j \leq n$. Denote the matrices by deleting the first column and the last column of the matrix in (12) as $A^1$ and $A^2$, respectively. It is not hard to find that $\det A^2 = (-1)^n \sum_{i=1}^{n-1} \hat{c}_{2(i+1)} \lambda^i$ and $\det A^1 = (-1)^n 1^g(\hat{a}_{n+1,(n+1)})$. Since there is a path from $n + 1$ to some leader in $L$, $\hat{c}_{2i} \neq 0$ and then $\hat{c}_{2i} \Gamma^{-1} \neq 0$, that is, at least one of $\{\hat{c}_{2i}, 1 \leq i \leq n\}$ is not zero. Therefore, there exists sufficiently large $\varphi > 0$ such that $\det A^2 \neq 0$ for all $|\lambda| \geq \varphi$. Take

\[
\hat{a}_{n+1,(n+1)} > \max_{|\lambda| > \varphi} \left| \lambda - \sum_{i=1}^{n-1} \hat{c}_{2(i+1)} \beta_i \right|
\]

It is easy to find that, for any $\lambda \in \mathbb{C}$, either $A^2 \neq 0$ or $\det A^1 \neq 0$. Thus, $\text{rank}(\lambda I_n - A_{n+1}^{cf}, b_{n+1}^c) = n + 1$ for any $\lambda \in \mathbb{C}$, which implies that the MP $(A_{n+1}^c, b_{n+1}^c)$ is controllable with given weights $\tilde{a}_{ij}, (i, j) \in \hat{E}(\hat{E}_{n+1}), j \neq i$, $1 \leq i \leq n + 1$ and re-designed weights $\tilde{a}_{ij}, 1 \leq i \leq n + 1$, where $\tilde{a}_{n+1,(n+1)}$ satisfies (13).

If $\gamma \neq 0$, we can add the $(n-1)$-th row multiplied by $-\gamma$ to the last row in matrix $(\lambda I_{n+1} - A_{n+1}^{cf}, b_{n+1}^c)$ and then make similar analysis with the above arguments by substituting $\hat{c}_{2n}$ and $\hat{a}_{n+1,(n+1)}$ with $\hat{c}_{2n} + \lambda \gamma$ and $\hat{a}_{n+1,(n+1)} + \lambda \hat{c}_{1n}$, respectively. Thus, we complete the proof.

Theorem 6.1 shows that for any non-zero weights of all the arcs except the $n$ self-loop arcs $(i, i), 1 \leq i \leq n$, we always could find weights $\tilde{a}_{ij}, 1 \leq i \leq n$ for the $n$ self-loop arcs such that system (10) is controllable. In other words, the diagonal elements of the system matrix play
very important roles in the structural controllability of system (10).

7. Conclusions

In this article, we studied the controllability of multi-agent systems with their leaders as control inputs. Different from most existing results in the literature, the interconnection graph is directed and weighted. First, we employed weight-balanced partition to prove that the system is uncontrollable if there exists a nontrivial weight-balanced partition on the interconnection graph. Based on the distance-based and weight-balanced partitions, we provided two necessary and sufficient graph conditions of structural controllability and strong structural controllability. Moreover, we also discussed the effect of the zero row-sum restrictions of the system matrices on structural controllability.
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