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Abstract— It is well-known that the classical proportional-integral-derivative (PID) controller plays a fundamental role in various engineering systems. However, up to now a theory that can explain the rationale why the linear PID can effectively deal with nonlinear uncertain dynamical systems and a method that can provide explicit design formula for the PID parameters are still lacking. This motivates our recent study on the theoretical foundation of the PID control. The main purpose of this letter is to extend the 1-D results to higher dimensional nonlinear uncertain systems and to improve the results significantly by a refined method. We will also consider a class of multi-agent uncertain nonlinear systems where each agent is controlled by a PID controller using its own regulation error. We will show that a parameter manifold can be constructed explicitly so that when the PID parameters are chosen from this manifold, the multi-agent systems will be globally stable and the tracking error of each agent will coverage to zero exponentially fast.

Index Terms— PID control, uncertain system, output regulation, stability of nonlinear systems, agents-based systems.

I. INTRODUCTION

It is well-known that the classical proportional-integral-derivative (PID) controller still plays a dominating role in engineering control systems by far. For example, it was reported that over 95% of process control loops are designed based on PID controller, see, e.g., [3], [4]. A more recent survey [5] published in 2017 shows that the impact rating of PID control is still much higher than the widely studied advanced control techniques, and that “we still have nothing of PID control is still much higher than the widely studied advanced control techniques, and that “we still have nothing to compare with PID” [5].

One may naturally wonder why the classical PID controller can achieve such an amazing success in practice. Some well-known partial answers include the following: 1) It does not rely on the precise mathematic models, and has an easy-to-use simple structure; 2) It not only can eliminate the steady state deviation via the integral action, but also can predict the future behavior through the derivative action; 3) The Newton’s law which is widely used in modeling physical systems is of second order.

Of course, whether the PID controller can make the system to perform well depends on the choice of the three PID parameters, which is regarded as a complicated task. In fact, there are still lack of a theoretical foundation for the PID control of uncertain nonlinear systems, and most of the methods widely used in industrial processes are based on experience or experiments or both, including the Ziegler-Nichols rule and its variations, see [6]. There are also many other tuning or adaptation methods for the PID parameters design. However, except for some related studies for nonlinear systems (e.g., [7], [8]), most of the literature on PID control is focused on linear systems (e.g., [3], [4], [9] and [10]). Moreover, as pointed out in [11], “the PID controller is still poorly understood and, in particular, the PID control loops are poorly tuned in many applications”.

In order to understand why the classical PID controller is so effective in dealing with real world systems, we need to take the non-linearity and uncertainty of the systems into account in our theoretical study. Moreover, a comprehensive understanding of the PID control may considerably improve its widespread practice, and so contribute to better product quality [3]. These are the primary motivations for the theoretical study of the PID controller.

To the best of authors’ knowledge, almost all the existing theoretical results on the classical PID control are of local nature, it was not until recently that global results on stability and regulation theory were established for the closed-loop system of a class of second order nonlinear uncertain systems under the classical PID controller, see [1], [2] and [12]. For instance, it has been shown in [1] that a three-dimensional manifold has been constructed within which the PID parameters can be chosen arbitrarily to globally stabilize a class of one-dimensional second order nonlinear uncertain dynamical systems by using the information on the upper bounds of partial derivatives of the nonlinear dynamics.

In this letter, we will extend the one-dimensional result of [1] to higher dimensional uncertain systems and will improve the results of [2] significantly by a refined method. To be specific, we will construct a three-dimensional manifold for the high dimensional nonlinear uncertain systems by using the upper bounds of the partial derivatives of the uncertain
functions, and will show that the three PID parameters can be chosen arbitrarily from this manifold to globally stabilize the system with exponential convergence rate of the regulation error. Moreover, we will also construct a manifold of the same form for a class of multi-agent uncertain nonlinear systems where each agent is controlled by a PID controller using its own regulation error. We will show that the closed-loop multi-agent system will be globally stabilized as long as the PID parameters are chosen from this manifold.

The rest of this letter is organized as follows. The problem formulation will be described in Section II. The main results will be presented in Section III, with their mathematical proofs given in Section IV. A simple simulation is given in Section V. And the auxiliary results will be placed in the Appendix.

II. Problem Formulation

Let us consider a moving body in $\mathbb{R}^n$, and denote $p(t), v(t), a(t)$, as its position, velocity, acceleration at the time instant $t$, respectively. Assume that the external forces acting on the body consist of $f$ and $u$, where $f = f(p, v)$ is a nonlinear function and $u$ is the control force.

By Newton’s second law, we can get the following equation

$$ma = f(p, v) + u,$$  

where $u$ is the control input and $m$ is the mass. Our control target is to design an output feedback controller to guarantee that the position will converge to a desired reference value $y^* \in \mathbb{R}^n$ for any initial position and initial velocity.

In this letter, we use the classical PID controller as the control force

$$u(t) = k_pe(t) + k_i \int_0^t e(s) \, ds + k_d \dot{e}(t),$$  

where $e$ is the control error, defined by

$$e(t) = y^* - p(t),$$

and where $k_p, k_i, k_d$ are the controller parameters to be designed.

Without loss of generality, we assume that the body has the unit mass $m = 1$. Notice that $v = \dot{p}, a = \ddot{p}$, then (1) can be rewritten as

$$\ddot{p} = f(p, \dot{p}, t) + u.$$  

Denote $x_1 = p$ and $x_2 = \dot{p}$, then the state space equation of this basic mechanical system under PID control is

$$\begin{cases} \dot{x}_1 = x_2, \\ \dot{x}_2 = f(x_1, x_2, t) + u(t), \\ u(t) = k_pe(t) + k_i \int_0^t e(s) \, ds + k_d \dot{e}(t), \end{cases}$$  

where $x_1(0), x_2(0) \in \mathbb{R}^n$ and $e(t) = y^* - x_1(t)$.

Next, we define some notations that will be used throughout this letter:

- $\|x\|$ is the Euclidean norm of a vector $x$.
- Let $P$ be an $m \times n$ matrix, define $\|P\| = \sup_{x \in \mathbb{R}^m, \|x\| = 1} \|Px\|$, which denotes the operator norm of the matrix $P$ induced by the Euclidean norm.

Let $\Phi : \mathbb{R}^n \rightarrow \mathbb{R}^m$, define $\frac{\partial \Phi(x)}{\partial x} = \begin{bmatrix} \frac{\partial \Phi_1}{\partial x_1} & \cdots & \frac{\partial \Phi_1}{\partial x_n} \\ \vdots & \ddots & \vdots \\ \frac{\partial \Phi_m}{\partial x_1} & \cdots & \frac{\partial \Phi_m}{\partial x_n} \end{bmatrix}$.

Let $\mathbb{R}^3 = (0, \infty) \times (0, \infty) \times (0, \infty)$.

In this letter, we will show that the three controller parameters $k_p, k_i, k_d$ can be designed explicitly such that the position of the body tracks a given constant setpoint $y^*$ with exponential convergence rate of the regulation error under the control law (2) for any initial position and velocity, as long as $f = f(x_1, x_2, t)$ is a continuously differentiable function with known upper bounds for the partial derivatives with respect to the variables $x_1$ and $x_2$.

III. Main Results

To present the main theorem in this letter, we first introduce some basic definitions.

1. A function space:

$$\mathcal{F}_{L_1, L_2} = \left\{ f \in C^1([\mathbb{R}^{2n} \times \mathbb{R}^+ \rightarrow \mathbb{R}^n] \mid \left\| \frac{\partial f}{\partial x_1} \right\| \leq L_1, \left\| \frac{\partial f}{\partial x_2} \right\| \leq L_2, \forall x_1, x_2 \in \mathbb{R}^n, \forall t \in \mathbb{R}^+ \right\}$$

where $L_1$ and $L_2$ are positive constants, and $C^1([\mathbb{R}^{2n} \times \mathbb{R}^+ \rightarrow \mathbb{R}^n]$ denotes the space of all functions from $\mathbb{R}^{2n} \times \mathbb{R}^+$ to $\mathbb{R}^n$ which are piecewise continuous in $t$, with continuous partial derivatives with respect to $(x_1, x_2)$.

2. A three-dimensional parameter manifold:

$$\Omega_{PID} = \left\{ (\tilde{k}_p, \tilde{k}_i, \tilde{k}_d) \in \mathbb{R}^3 \mid \tilde{k}_p \tilde{k}_d - k_l > \sqrt{(\tilde{k}_p L_1 + k_l L_2)(L_1 + \tilde{k}_d L_2)} \right\}$$

where $\tilde{k}_p = k_p - L_1, \tilde{k}_d = k_d - L_2$.

We now introduce a basic assumption:

$$f(y, 0, t) = f(y, 0, 0), \forall t \in \mathbb{R}^+, \forall y \in \mathbb{R}^n,$$

which is automatically satisfied when $f(\cdot, \cdot, \cdot)$ is time-invariant.

Below is the main result of this letter.

**Theorem 1:** Consider the PID controlled system (3) with uncertain function $f \in \mathcal{F}_{L_1, L_2}$. Then for any $L_1, L_2 > 0$, whenever the controller parameters $(k_p, k_i, k_d)$ are taken from $\Omega_{PID}$, the closed-loop system (3) will satisfy

$$\lim_{t \to \infty} x_1(t) = y^*, \lim_{t \to \infty} x_2(t) = 0,$$

exponentially fast, for any initial value $x_1(0), x_2(0) \in \mathbb{R}^n$ and any vector-valued setpoint $y^* \in \mathbb{R}^n$.

**Remark 1:** It is quite obvious that the 3-dimensional manifold $\Omega_{PID}$ is an open and unbounded set, which means that we may have much flexibility in the choice of the PID parameters. Of course, if we have more requirements on the control...
performance, the PID parameters may be further optimized within this set, which belongs to further investigation.

Next, we consider a special case where \( n = 1 \). We will demonstrate that the result in [1] can be refined by utilizing the same approach used in Theorem 1. This is the content of the following theorem.

**Theorem 2:** For any \( L_1, L_2 > 0 \), there exists a three-dimensional manifold, defined by

\[
\Omega_{\text{pid}} = \left\{ (k_p, k_i, k_d) \in \mathbb{R}^3 \mid \|k_p \|_1 - k_d > L_2 \sqrt{k_p k_d} \right\}
\]

such that whenever the controller parameters \((k_p, k_i, k_d)\) are taken from \( \Omega_{\text{pid}} \), the closed-loop system (3) will satisfy

\[
\lim_{t \to \infty} x_1(t) = y^*, \quad \lim_{t \to \infty} x_2(t) = 0
\]

exponentially fast, for any \( f \in \mathcal{F}_{L_1, L_2} \), any initial value \( x_1(0), x_2(0) \in \mathbb{R} \) and any constant setpoint \( y^* \in \mathbb{R} \).

Furthermore, we point out that the PID parameters can be extended to matrices. A typical example is a kind of the multi-agent systems [14], in which each agent can be described as:

\[
\begin{aligned}
\dot{x}_{ij} &= y_{xj}, \\
\dot{y}_{ij} &= f(x_{ij}, x_{2j}, t) + u_{ij}(t), \\
u_{ij}(t) &= k_p \dot{e}_j(t) + k_i \int_0^t e_j(s) ds + k_d \dot{e}_j(t).
\end{aligned}
\]

To deal with this situation, we only need to take the PID parameters as positive definite diagonal matrices, expressed as

\[
\begin{aligned}
k_p &= \begin{pmatrix}
k_{p1}^1 & k_{p2}^2 & \cdots \\
k_{p1}^2 & k_{p2}^2 & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix}, \\
k_i &= \begin{pmatrix}
k_{i1}^1 & k_{i2}^2 & \cdots \\
k_{i1}^2 & k_{i2}^2 & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix}, \\
k_d &= \begin{pmatrix}
k_{d1}^1 & k_{d2}^2 & \cdots \\
k_{d1}^2 & k_{d2}^2 & \cdots \\
\vdots & \vdots & \ddots
\end{pmatrix},
\end{aligned}
\]

We will show that the minimal eigenvalues of \( k_p, k_d \) and the maximum eigenvalue of \( k_i \) determine the range of PID parameters selection. The conclusion is as follows.

**Theorem 3:** For any \( L_1, L_2 > 0 \), there exists a three-dimensional manifold \( \Omega_{\text{pid}} \subset \mathbb{R}^3 \), defined by

\[
\Omega_{\text{pid}} = \left\{ (k_p, k_i, \bar{k}_d) \in \mathbb{R}^3 \mid \|k_p \|_1 - \|k_i \|_1 > \bar{k}_d \right\}
\]

where \( \bar{k}_d = \min_j k_d^j - L_1 \), \( \bar{k}_d = \min_j k_d^j - L_2 \), such that whenever the controller parameters \((k_p, k_i, k_d)\) are taken from \( \Omega_{\text{pid}} \), the closed-loop system (3) will satisfy

\[
\lim_{t \to \infty} x_1(t) = y^*, \quad \lim_{t \to \infty} x_2(t) = 0
\]

exponentially fast, for any \( f \in \mathcal{F}_{L_1, L_2} \), any initial value \( x_1(0), x_2(0) \in \mathbb{R}^n \) and any vector-valued setpoint \( y^* \in \mathbb{R}^n \).

**Remark 2:** Theorem 3 implies that uncoupled PID controllers can deal with coupled uncertain nonlinear systems. In some practical situations, the PID controllers are also designed in a similar spirit, see, e.g., [15].

\[\text{IV. PROOFS OF THE MAIN RESULTS}\]

\[\text{A. Proof of Theorem 1}\]

**Proof:** First, we introduce some notations.

Denote \( x(t) = \int_0^t \dot{e}(s) ds + \frac{f(y, 0)}{k_p}, y(t) = e(t), z(t) = \dot{e}(t), g(y, z, t) = -f(y^* - y, -z, t) + f(y^*, 0, t), \) then (3) goes over into

\[
\begin{aligned}
\dot{x} &= y, \\
\dot{y} &= z, \\
\dot{z} &= g(y, z, t) - k_p x - k_p y - k_p z.
\end{aligned}
\]

By \( f \in \mathcal{F}_{L_1, L_2} \), it is easy to see that \( g \in \mathcal{F}_{L_1, L_2} \) and \( g(0, 0, t) = 0, \forall t > 0. \) Hence \( (0, 0, 0) \) is an equilibrium of (5).

We will show that by using the mean value theorem of integral type (see, e.g., [16]), \( g(y, z, t) \) can be decomposed as:

\[
g(y, z, t) = [g(y, 0, t) - g(0, 0, t)] + [g(y, z, t) - g(y, 0, t)]
\]

\[
= \int_0^1 \frac{\partial g(\bar{y}, 0, t)}{\partial \bar{y}} y + \int_0^1 \frac{\partial g(y, \bar{z}, t)}{\partial \bar{z}} d\lambda + \int_0^1 \frac{\partial g(y, z, t)}{\partial z} d\lambda,
\]

\[
\leq b(y, t)y + a(y, z, t)z,
\]

where \( \bar{y} = \lambda y \) and \( \bar{z} = \lambda z \).

Since \( g \in \mathcal{F}_{L_1, L_2} \), we can deduce the upper bounds of \( \|b(y, t)\| \) and \( \|a(y, z, t)\| \) by using Schwarz inequality:

\[
\|b(y, t)\| \leq \int_0^1 \left| \int_0^1 \frac{\partial g(\bar{y}, 0, t)}{\partial \bar{y}} d\lambda \right|^2 d\lambda \leq L_1.
\]

Similarly, we can deduce \( \|a(y, z, t)\| \leq L_2 \).

Hence, the closed-loop equation (5) can be rewritten as

\[
\begin{aligned}
\dot{x} &= A(x, y, z, t) x + y, \\
\dot{y} &= z,
\end{aligned}
\]

where

\[
A(x, y, z, t) = \begin{pmatrix}
0 & -I_n & 0 \\
-ki_n & -k_k n + b(y, t) & -k_d n + a(y, z, t)
\end{pmatrix}.
\]

Similar to [17], we now proceed to show that the following quadratic form is indeed a Lyapunov function,

\[
V(x, y, z) = [x^T, y^T, z^T] P [x^T, y^T, z^T]^T,
\]

where the constant matrix \( P \) is

\[
P = \frac{1}{2} \begin{pmatrix}
\mu k_i n & (k_p + k_d) n & \varepsilon I_n \\
(k_p + k_d) n & \mu I_n & I_n \\
\mu I_n & I_n & \mu I_n
\end{pmatrix},
\]

\( \mu \) is a constant defined by

\[
\mu = \frac{2(k_p k_d + k_i - I_n L_1 L_2)}{4k_p + L_2^2},
\]

and \( \varepsilon \) is a positive constant, which is small enough.

By Lemma 1 in the Appendix, we know that \( P \) is a positive definite matrix, hence \( V(x, y, z) \) is a positive definite function which is radially unbounded in \( x, y, z \).
Next, by simple calculations based on the definitions of $P$ and $A(x, y, z, t)$ (denoted by $A(t)$), it follows that the time derivative of $V(x, y, z)$ along the trajectories of (6), is given by

\[
\dot{V}(x, y, z) = [x^T, y^T, z^T](PA(t) + A(t) P)x + \dot{y}^T y + \dot{z}^T z + \frac{1}{2}(\dot{y}^T x - \mu_1 k_d)\mu_1 \epsilon_1 + \frac{1}{2}(\dot{z}^T x - \mu_1 k_d)\mu_1 \epsilon_1.
\]

where the constant matrix $P_1$ is

\[
P_1 = \frac{1}{2}
\begin{bmatrix}
\mu_1 k_d & k_i \\
k_i & \epsilon_1 \\
\epsilon_1 & \mu_1
\end{bmatrix},
\]

\[
\mu_1
\]

is a constant defined by $\mu_1 = 2(\dot{k}_d k + k_1)/(4k_d + L_2^2)$, and $\epsilon_1$ is a positive constant, which is small enough.

Similar to the Lemma 1, we can prove that $P_1$ is positive definite, hence $V(x, y, z)$ is a positive definite function which is radially unbounded in $x, y, z$. Next, by simple calculations, we can get

\[
\dot{V}(x, y, z) = [x, y, z]^T (PA + A^T P) [x, y, z]^T + (L_1 - b(y)) y + [k_1 + \mu_1 (b - k_1)] y + [\mu_1 \epsilon_1] z + \frac{1}{2} (\dot{y}^T x - k_d) \mu_1 \epsilon_1 + \frac{1}{2} (\dot{z}^T x - k_d) \mu_1 \epsilon_1.
\]

where $Q_1$ is a symmetric matrix, expressed as

\[
Q_1 = \begin{bmatrix}
\frac{-k_1 \epsilon_1}{2} & -\frac{k_1 \epsilon_1}{2} & -\frac{k_1 \epsilon_1}{2} \\
-\frac{k_1 \epsilon_1}{2} & -\frac{k_1 \epsilon_1}{2} & -\frac{k_1 \epsilon_1}{2} \\
-\frac{k_1 \epsilon_1}{2} & -\frac{k_1 \epsilon_1}{2} & -\frac{k_1 \epsilon_1}{2}
\end{bmatrix},
\]

\[
\lim_{\epsilon \to 0^+} \det(Q' - \epsilon C) > 0,
\]

which means $Q' - \epsilon C$ is positive definite when $\epsilon$ is small enough. Then, we can deduce that $Q$ is positive definite, which means the system converges exponentially fast. Hence, the proof of Theorem 1 is complete.

\[
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} = A(x, y, z, t) \begin{bmatrix}
x \\
y \\
z
\end{bmatrix},
\]

\[
A(x, y, z, t) = \begin{bmatrix}
0 & I_n & 0 \\
0 & 0 & I_n \\
-k_i & -k_p + b(y, t) & -k_d + a(y, z, t)
\end{bmatrix},
\]

Similar to the previous proof, we now proceed to show the following quadratic form is a Lyapunov function,

\[
V(x, y, z) = [x^T, y^T, z^T]^T P_2 [x, y, z]^T,
\]

where the constant matrix $P_2$ is

\[
P_2 = \frac{1}{2}
\begin{bmatrix}
\mu_2 k_i & \frac{k_i}{\epsilon_2} & I_n \\
\frac{k_i}{\epsilon_2} & \mu_2 k_d + \mu_2 k_i & \frac{\epsilon_2 I_n}{\mu_2 I_n} \\
I_n & \frac{\epsilon_2 I_n}{\mu_2 I_n} & I_n
\end{bmatrix},
\]

\[
\mu_2 = \frac{2(\dot{k}_d k_p + k_i)}{4k_p + L_2^2},
\]
and $\varepsilon_2$ is a positive constant, which is small enough.

Firstly, we show that the matrix $P_2$ is positive definite. Similar to the proof of Lemma 1, we only need to show the constant matrix $P^j = \begin{bmatrix} \mu_2 k_i^j & k_i^j \\ k_i^j & \varepsilon_2 \end{bmatrix}$. \( \mu_2 > 0, \mu_2 < \tilde{k}_d, 4(\|k_i\| + \mu_2 \tilde{k}_d) > (\mu_2 L_2 + L_4)^2, -\|k_i\| + \mu_2 \tilde{k}_d > 0, \) and $P^j$ is positive definite.

Similarly, we can prove that the following inequities

\[
\mu_2 > 0,
\mu_2 < \tilde{k}_d,
4(\|k_i\| + \mu_2 \tilde{k}_d) > (\mu_2 L_2 + L_4)^2,
-\|k_i\| + \mu_2 \tilde{k}_d > 0,
\]

and $P^j$ is positive definite.

Next, we consider the derivative of $V(x,y,z)$ along the trajectories of (10),

\[
\dot{V}(x,y,z) = [x^T, y^T, z^T] (P_2 A(x) + A(x)^T P_2) [x^T, y^T, z^T]^T
\]

\[
-\varepsilon_2 x^T k_d x + x^T (k_p + b) e y + x^T (-k_d + a) e z
\]

\[
- y^T [\mu_2 (k_p - \frac{b + b^T}{2}) - k_d] y + y^T (\mu_2 a + b^T + e_1 L_2) z
\]

\[
- z^T (\mu_2 L_n + k_d - \frac{a + a^T}{2}) z
\]

\[
\leq -\varepsilon_2 \tilde{k}_d \|x\|^2 + \varepsilon_2 (\|k_p\| + L_1) \|y\| \|y\|
\]

\[
+ \varepsilon_2 \|k_d\| + L_2) x \|y\| \|z\| - 1 \|k_i\| + \mu_2 \tilde{k}_d \|z\|^2
\]

\[
+ (\mu_2 L_2 + L_1 + e_1) \|y\| \|z\| - (\mu_2 + \tilde{k}_d) \|z\|^2
\]

\[
= - (\|x\|, \|y\|, \|z\|) Q_2 (\|x\|, \|y\|, \|z\|)^T,
\]

where $Q_2$ is a symmetric matrix, expressed by

\[
Q_2 = \begin{bmatrix}
-\frac{k_i^j \varepsilon_2}{\|k_d\| + L_2 + e_1} & -\frac{(\|k_d\| + L_2 + e_1)}{2} & -\frac{\mu_2 L_2 + L_1 + e_1}{2} \\
-\frac{\|k_d\| + L_2 + e_1}{2} & -\frac{k_i^j + \mu_2 \tilde{k}_d}{2} & -\frac{\mu_2 L_2 + L_1 + e_1}{2} \\
-\frac{\mu_2 L_2 + L_1 + e_1}{2} & -\frac{\mu_2 L_2 + L_1 + e_1}{2} & -\mu_2 + \tilde{k}_d
\end{bmatrix}.
\]

Similar to the proof of $Q$ in Theorem 1, it is easy to verify that $Q_2$ is positive definite, which means the system converges exponentially fast. Hence, the proof of Theorem 3 is complete.

\section{V. Simulation}

\textbf{Example 1:} We consider the following system:

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= f(x_1, x_2) + u(t),
\end{align*}
\]

where $f(x_1, x_2) = a \sin x_1 + bx_2, \|a\| \leq L_1, \|b\| \leq L_2$, and $a, b$ are unknown. In this case the PID parameter manifold is given by $\Omega_{pid}$ in Theorem 2. Assume that the initial points are $(x_1(0), x_2(0)) = (3, 2)$, and that the setpoint $y^* = 1$.

First, we try to illustrate that for a given triple $(k_p, k_i, k_d)$ of PID parameters, how the control performance will depend on the upper bounds $(L_1, L_2)$. For simplicity, we take $(k_p, k_i, k_d) = (10, 1, 2)$ and fix $L_2 = 1$, and only consider the influence of $L_1$. It is easy to verify that $(10, 1, 2) \notin \Omega_{pid}$ for $L_1 = 15, 20, 30, 35, 40$.

\section{VI. Conclusion and Future Works}

It is well-known that one of the most basic and challenging issues in control theory is to establish the theoretical foundation of the widely used PID controller. In this letter, we have presented some mathematical results concerning global stabilization and asymptotic regulation of the PID controller for a class of nonlinear uncertain systems. We have shown that once the PID parameters are taken from a three-dimensional parameter manifold, constructed by using the knowledge about the upper bounds of the partial derivatives of the uncertain functions, the closed-loop control systems will be globally stable with regulation error converging to zero exponentially fast.

This letter significantly improves the existing related results in the literature. For further investigations, it would be interesting...
to consider other more complicate situations, such as time-
delay nonlinear system, nonlinear systems with dead-zone,
general affine nonlinear systems [18], and so on.

**APPENDIX**

**Lemma 1.** The matrix $P$ defined by (9) is positive definite.

**Proof:** Firstly, we show the fact that the matrix $P$ is positive
definite if and only if $P_0$ is positive definite, where the constant
matrix $P_0$ is

$$P_0 = \frac{1}{2} \begin{bmatrix} \mu k_i & k_i & \varepsilon \\ k_i & (k_p + \mu k_d) & \mu \\ \varepsilon & \mu & 1 \end{bmatrix}.$$  

By utilizing the Laplace Theorem, we can get $|\lambda I_{3n} - P| = 
|\lambda I_3 - P_0|^n$, which means the matrix $P$ and $P_0$ share the same
eigenvalues. Hence, we only need to prove the matrix $P_0$ is
positive definite. To get the result, we now show that the
following four inequalities hold,

$$\begin{align*}
\mu &> 0, \\
\mu &< \bar{k}_d, \\
4(-k_i + \bar{k}_p)(-\mu + \bar{k}_d) &> (\mu L_2 + L_1)^2, \\
-k_i + \bar{k}_p &> 0.
\end{align*}$$

Note that, by the definition of $\Omega_{pid}$, we have

$$\bar{k}_p \bar{k}_d - k_i > \sqrt{(\bar{k}_p L_1 + k_2 L_2)(L_1 + \bar{k}_d L_2)},$$

thus

$$\bar{k}_p \bar{k}_d - k_i > 0,$$

$$(\bar{k}_p \bar{k}_d - k_i)^2 > (\bar{k}_p L_1 + k_2 L_2)(L_1 + \bar{k}_d L_2).$$

Hence (19) is true since

$$\mu - \bar{k}_d = \frac{-2(\bar{k}_p \bar{k}_d - k_i) - L_1 L_2 - L_2^2 \bar{k}_d}{(4k_p + L_2^2)} < 0.$$ 

Furthermore, by using (22), we can get

$$\begin{align*}
4(-k_i + \bar{k}_p)(-\mu + \bar{k}_d) - (\mu L_2 + L_1)^2 \\
= -4(\bar{k}_p + L_2^2)\mu^2 + [4(\bar{k}_p \bar{k}_d + k_i) - 2L_1 L_2]\mu - 4k_i \bar{k}_d - L_1^2 \\
= [2(\bar{k}_p \bar{k}_d + k_i) - L_1 L_2^2] - (4k_i \bar{k}_d + L_2^2)(4k_p + L_2^2) \\
= \frac{4k_p + L_2^2}{2(\bar{k}_p \bar{k}_d + k_i) - L_1 L_2^2} > 0.
\end{align*}$$

Thus, we can see that (20) is valid, and consequently (21)
follows from (19) and (20).

Additionally, from (21) and the fact $k_i, \bar{k}_d > 0$, we can
deduce the inequality (18).

Next, it is easy to verify that $P_0$ is positive definite, since
the following three inequality hold,

$$\mu k_i > 0,$$

$$\begin{vmatrix} \mu k_i & k_i \\ k_i & (k_p + \mu k_d) \end{vmatrix} > k_i(\mu k_p - k_i) > k_i(\mu k_p - 2k_i) > 0,$$

and

$$\lim_{\varepsilon \to 0} \left| \begin{bmatrix} \mu k_i & k_i \\ k_i & (k_p + \mu k_d) \end{bmatrix} \right| = k_i(\mu k_p - k_i) + \mu^2(k_d - k_i) > 0.$$

The last inequality means $detP_0 > 0$ when the positive
constant $\varepsilon$ is small enough.
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