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Abstract— Tracking and adaptation algorithms are, from a formal point of view, nonlinear systems which depend on stochastic variables in a fairly complicated way. The analysis of such algorithms is thus quite complicated. A first step is to establish the exponential stability of these systems. This is of interest in its own right and a prerequisite for the practical use of the algorithm. It is also a necessary starting point to analyze the performance in terms of tracking and adaptation because that is how close the estimated parameters are to the time-varying true ones.

In this contribution we establish some general conditions for the exponential stability of a wide and common class of tracking algorithms. This includes least mean squares, recursive least squares, and Kalman filter based adaptation algorithms. We show how stability of an averaged (linear and deterministic) equation and stability of the actual algorithm are linked to each other under weak conditions on the involved stochastic processes. We also give explicit conditions for exponential stability of the most common algorithms. The tracking performance of the algorithms is studied in a companion paper.

I. INTRODUCTION

To track parameters that describe time-varying properties in signals and systems is of fundamental importance in many applications. There is a quite substantial literature on this topic, and much effort has been spent on the analysis of these algorithms. See among many references, e.g., the books and surveys [26], [29], [28], and [24] as well as [2], [9], [111], [23], [6], and [5].

The analysis problem is surprisingly difficult, and no general, comprehensive theory is really available.

It is the purpose of this contribution, together with the companion paper [17], to provide some quite general results for the analysis of tracking algorithms. In particular, we are concerned with results that apply to more general algorithms than the familiar and simple least mean squares (LMS) method.

As remarked, e.g., in [24], the analysis of tracking algorithms naturally splits into two different, but related, problems: one is to establish that the algorithm is exponentially stable, and the other is to obtain useful expressions for its performance. It is also desirable to treat a whole family of algorithms under similar conditions.

To be more specific, consider the following standard linear regression

\[ y_k = \psi^T_k \theta_k + v_k \]  (1)

where \( (y_k, \psi_k) \) are measured signals, \( v_k \) is a disturbance sequence, and \( \theta_k \) is an unknown time-varying (vector) parameter process whose variation at time \( k \) is denoted by \( \Delta_k, \) i.e.,

\[ \theta_k = \theta_{k-1} + \Delta_k. \]  (2)

Adaptive tracking and estimation algorithms for the unknown parameter \( \theta_k \) usually have the following form (e.g., [26], [29])

\[ \hat{\theta}_{k+1} = \hat{\theta}_k + L_k (y_k - \psi_k^T \hat{\theta}_k), \quad \mu \in (0, 1) \]  (3)

where \( L_k \) is a random process, called the adaptation gain vector, which reflects the "direction" of adaptation. The constant \( \mu \) is called the step size or speed of adaptation, which is usually chosen to be small for slowly varying parameters.

Denote

\[ \tilde{\theta}_k \triangleq \theta_k - \hat{\theta}_k, \quad F_k \triangleq L_k \psi_k^T. \]  (4)

Then (1)-(4) give the following error equation

\[ \tilde{\theta}_{k+1} = (I - \mu F_k) \tilde{\theta}_k - \mu L_k v_k + \Delta_{k+1}. \]  (5)

By taking different gain sequences \( L_k, \) we obtain the following three well-known basic algorithms:

a) Least Mean Squares (LMS)

\[ F_k = \psi_k \psi_k^T. \]  (6)

b) Recursive Least Squares (RLS)

\[ F_k = P_{k-1} \psi_k \psi_k^T \]  (7)

\[ P_k = \frac{1}{1 - \mu} \left\{ P_{k-1} - \frac{\mu P_{k-1} \psi_k \psi_k^T P_{k-1}}{1 - \mu + \mu \psi_k^T P_{k-1} \psi_k} \right\}. \]  (8)

c) Kalman Filter (KF) based algorithm

\[ F_k = \frac{P_{k-1} \psi_k \psi_k^T}{R + \mu \psi_k^T P_{k-1} \psi_k} \]  (9)

\[ P_k = P_{k-1} - \frac{\mu P_{k-1} \psi_k \psi_k^T P_{k-1}}{R + \mu \psi_k^T P_{k-1} \psi_k} + \mu Q, \]

\[ (R > 0, Q > 0). \]  (10)

The KF algorithm would be the optimal algorithm if \( \Delta_k \) and \( v_k \) in (1)-(2) were white Gaussian noises with covariances \( Q \) and \( R, \) respectively.
For the above general tracking algorithms, our prime interest is in the values of the tracking matrix of the tracking error $E[\hat{\theta}_k \theta_k^T]$. Unfortunately, except for some trivial cases, precise expressions for this error are extremely difficult to obtain, mainly due to the inherent dependence between the signals $\{\varphi_k, v_k, \Delta_k\}$. In the companion paper [17], we show that this value can be well approximated by an easily computable expression, namely, by

$$\hat{1}_{k+1} = (I - \mu E[F_k])\hat{1}_k (I - \mu E[F_k])^T + \mu^2 E[\Delta_k^T \Delta_k] + E[\Delta_{k+1} \Delta_{k+1}^T]$$

(11)

with the following guaranteed accuracy

$$||E[\hat{\theta}_{k+1}^{\hat{1}_{k+1}}] - \hat{1}_{k+1}|| \leq \sigma(\mu)||\hat{1}_{k+1}||$$

where $\sigma(\mu) \to 0$ as $\mu \to 0$, provided that the signals $\{\varphi_k, v_k, \Delta_k\}$ satisfy a certain weak dependence condition and that the homogeneous equation of (5)

$$x_{k+1} = (I - \mu F_k)x_k$$

(12)

together with its "averaged" equation

$$\bar{x}_{k+1} = (I - \mu E[F_k])\bar{x}_k$$

(13)

is exponentially stable in stochastic and deterministic senses, respectively.

It may be shown, using the stochastic BIBO (bounded-input/bounded-output) results in [16], that exponential stability of (12) and (13) are necessary in general to guarantee the boundedness of $E[|\theta_k|^2]$ and $||\hat{1}_k||$. Exponential stability of time-varying equations has been recognized to be a tough problem, and few existing methods and results are available, especially in the stochastic case. In general, the deterministic equation (13) is relatively easy to handle compared to the stochastic equation (12), and hence our main efforts in this paper will be focused on exponential stability of (12), which essentially amounts to studying a product of random matrices.

The investigation of products of random matrices and of the related random linear differential equations has a long history (e.g., [10], [11], [3], and [4] and the references therein) where stationarity and ergodicity of the random matrices are usually assumed and only the asymptotic stability (a weaker property than exponential stability) has been studied. Related results for continuous-time random linear equations are also available (see, e.g., [7] and [22]). Concerning the exponential stability, some interesting results for continuous-time random differential equations are presented in [12] and [13], under the assumption that the coefficient matrices are uniformly bounded and satisfy a certain mixing conditions. Without imposing any specific assumptions on $\{F_k\}$, some stability results on (12) are obtained in [16] by transferring the exponential stability of the vector equation to that of a relatively simple scalar random equation via a random Lyapunov equation (but the dependence of the Lyapunov exponent on $\mu$ is not quantified when applied to KF). A detailed study for products of bounded nonnegative definite random matrices is also presented in [16]. These results, as mentioned in [16], are just preliminaries for parts of the results to be established in the present paper.

Tracking algorithms differ mainly in their form of adaptation gains. In general, the gains can be roughly divided into two classes: gradient-based gains (e.g., LMS and Riccati equation-based gains (e.g., KF and RLS). Thus, exponential stability of (12) will naturally be studied separately for each case.

In this paper, we shall prove that:

1) For a quite general class of $\{F_k\}$, the (stochastic) exponential stability of (12) is equivalent to the (deterministic) exponential stability of (13) without necessarily requiring boundedness, stationarity, and strong mixing conditions on the coefficient matrix process. This may be directly applied to a general class of gradient-based algorithms, and

2) For algorithms with gains based on Riccati equations, especially for the standard KF algorithm, we shall prove that by reducing the dimension of the stochastic equations in question, the exponential stability can be established by resorting to a general stochastic excitation condition.

Our main result will be formulated as Theorem 3.2 in Section III. It states that exponential stability of the averaged equation (13) implies exponential stability of the actual one, (12). The conditions for this are essentially that i) the distributions of the stochastic matrix $F_k$ have rapidly decaying tails and ii) that the dependence among the different $F_k$ decays sufficiently fast. These assumptions are quite weaker than boundedness and strong mixing, respectively.

The result in itself is of a technical nature, but has an independent interest, in addition to being a building block for more practical performance analysis. Even more so, the reader will find that the proof is quite technical and the development in several of the sections is terse. This seems to be unavoidable, given the character of the problem.

In a companion paper, [17], the exponential stability results are applied to analysis of the tracking performance of a broad class of algorithms.

II. NOTATION

For convenience of reference, here we collect the main notations to be used throughout the paper.

a) The maximum eigenvalue of a matrix $X$ is denoted by $\lambda_{\text{max}}(X)$, and the Euclidean norm of $X$ is defined as its maximum singular value, i.e.,

$$||X|| \triangleq \left\{\lambda_{\text{max}}(XX^T)\right\}^{1/2}$$

and the $L_p$-norm of a random matrix $X$ is defined as

$$||X||_p \triangleq \left\{E(||X||^p)\right\}^{1/p}, \quad p \geq 1.$$

b) For any square random matrix sequence $F = \{F_k\}$ and real numbers $p \geq 1, \mu^* \in (0, 1)$, the stochastic
III. THE MAIN RESULTS

A. Stochastic Averaging Based Results

We first claim that under a very general weak dependence condition, the stability of stochastic equation (12) implies stability of averaged equation (13): \( \{F_k\} \in \theta_2 \) implies that \( \{F_k\} \in \theta \).

**Theorem 3.1.** Let \( \{F_k\} \) be a random matrix process belonging to \( \mathcal{M}_2 \). Then

\[
\{F_k\} \in \mathcal{S}_2 \Rightarrow \{F_k\} \in \mathcal{S}.
\]

The proof is given in Section IV.

**Remark:** By Jensen’s or Lyapunov’s inequality it follows that \( \{F_k\} \) belongs to \( \mathcal{S}_2 \) if it belongs to \( \mathcal{S}_p \) for any \( p > 2 \). The theorem thus holds for any \( p \geq 2 \). If some further assumptions (like independence among the \( F_k \)’s are introduced, it can be shown along the lines of the current proof that it will also hold for \( p \geq 1 \).

Next, our main task is to establish the following “converse” assertion together with its consequences.

**Theorem 3.2.** Let \( \{F_k\} \) be a random matrix process. Then

\[
\{F_k\} \in \mathcal{S} \Rightarrow \{F_k\} \in \mathcal{S}_p, \forall p \geq 1
\]

provided that the following two conditions are satisfied:

i) There exist positive constants \( \epsilon, \delta, M \) and \( K \) such that for any \( n \geq i \geq 0 \)

\[
E \exp \left\{ \epsilon \sum_{j=i+1}^{n} \|F_j\|^1+\delta \right\} \leq M \exp \{K(n-i)\}.
\]

ii) There exist a constant \( M \) and a nondecreasing function \( g(T) \) with \( g(T) = o(T) \) such that for any fixed \( T \), all small \( \mu > 0 \) and any \( n \geq i \geq 0 \)

\[
E \exp \left\{ \mu \sum_{j=i+1}^{n} \|S_j^{(T)}\| \right\} \leq M \exp([\mu g(T)+o(\mu)](n-i))
\]

where \( S_j^{(T)} \) is defined by (16).

The proof is given in Section V.

Now, some remarks and discussions on the above two conditions are in order.

**Remark 3.1.** Note that i) and ii) of the theorem are trivially satisfied if \( F_k \) is deterministic. In that case, the theorem is of course vacuous, but the point is that no too strong assumptions have been introduced.

**Remark 3.2.** Condition i) is immediately satisfied if \( \|F_j\| \leq L, \forall j \), for some constant \( L > 0 \). This is the case when, for example, a normalized version of the LMS algorithm is considered (cf., [16] and [24]) or when a weighted version of LMS with \( L_k = P_k \nu_k \) is studied (cf., [25]), where \( \nu_k \) is a bounded random regressor and \( P_k \) is any bounded deterministic weighting matrix (the standard LMS corresponds to \( P_k = I \)). In general, Condition i) implies that the distribution of the random process \( \{F_k\} \) has an exponentially decaying tail. This kind of condition has been previously used in stability analysis of stochastic differential
equations (cf., [20]) and in stochastic adaptive control (see [27]). We now give two examples to illustrate this condition.

**Example 3.1.** If there are positive constants \( \epsilon, \delta, M, h \) such that

\[
E \exp \{ \epsilon \|F_{k+h}\|^{1+\delta} \} \leq M, \quad \forall k
\]

then similar to the proof in [15], it can be verified that Condition 1 holds.

**Example 3.2.** Let \( \{F_k\} \) be dominated by a linear process

\[
\|F_k\| \leq \sum_{j=-\infty}^{\infty} \lambda_j w_{k-j}, \quad \sum_{j=-\infty}^{\infty} \lambda_j < \infty
\]

with \( \lambda_j \geq 0 \) and with \( \{w_k\} \) being a nonnegative independent process satisfying

\[
\sup_k E \exp \{ \alpha \|w_k\|^{1+\delta} \} \leq e^b < \infty
\]

for some positive constants \( \alpha, \delta \) and \( b \). Then Condition 1 is also true. (The proof is given in Appendix A.)

**Remark 3.3.** Let \( \{F_k\} \) be a sequence in \( M_p \), then with \( S_j^{(T)} \) defined by (16) we know that \( \sup_j \|S_j^{(T)}\|_p = o(T) \) as \( T \to \infty \). This gives an intuitive explanation for the upper bound in Condition ii). This condition mainly reflects the weak dependence property of the coefficient matrices and cannot be removed in general. To see this, let \( F_k = f, \forall k \), with \( f \) being a random variable uniformly distributed on \([0, 1]\). Then, clearly, \( \{F_k\} \in S \) and Condition i) holds, but for any \( p \geq 1 \), \( \{F_k\} \not\in S_p \), because for any \( \mu \in (0, 1) \)

\[
E \prod_{k=1}^{n} (1-\mu f) \geq E \prod_{k=1}^{n} (1-f) = \int_{0}^{1} (1-x)^n dx = \frac{1}{n+1}
\]

which does not tend to zero exponentially fast. This example also shows that even for stationary cases, the result of Theorem 3.2 may not be true if no weak dependence condition is imposed.

**Remark 3.4.** From the proof of Theorem 3.2, it follows that if Condition ii) is replaced by a weaker one \( (r > 1) \)

\[
\prod_{j=i+1}^{n} \{1 + \mu \|S_j^{(T)}\| \} \leq M \{1 + \mu g(T) + o(\mu) \}^{n-i}, \quad \forall n \geq i \geq 0
\]

then we have \( \{F_k\} \in S_p, \forall p < r \). Moreover, under Condition i), (17) can be guaranteed if for some \( q > r \)

\[
\prod_{j=i+1}^{n} \{1 + \mu \|S_j^{(T)}\| I(\{\|S_j^{(T)}\| \leq c_T\}) \} \leq M \{1 + \mu g(T) + o(\mu) \}^{n-i}, \quad \forall n \geq i \geq 0
\]

where \( c_T \) satisfies \( T = o(c_T) \) as \( T \to \infty \), and \( I(\cdot) \) is the indicator function. (The proof of this fact is given in Appendix B.)

Since the truncated random process \( \{\|S_j^{(T)}\| I(\{\|S_j^{(T)}\| \leq c_T\}) \} \) is uniformly bounded, (18) will considerably ease the task of verifying Condition ii), as evidenced by the proof of the following corollary (see Section IV).

**Corollary 3.1.** Let \( \{F_k\} \) be a \( \phi \)-mixing random process satisfying Condition i) of Theorem 3.2. Then

\[
\{F_k\} \in S \Rightarrow \{F_k\} \in S_p, \quad \forall p \geq 1.
\]

The next corollary shows that Theorem 3.2 is also applicable to a wide class of matrix processes other than \( \phi \)-mixing (see Section VI for the proof).

**Corollary 3.2.** Let \( \{F_k\} \) be expanded as

\[
F_k = \sum_{j=-\infty}^{\infty} A_j V_{k-j} + \xi_k, \quad \sum_{j=-\infty}^{\infty} \|A_j\| < \infty
\]

(compare this with the well-known Wold decomposition for stationary processes in, for example, [8]), where \( \{V_k\} \) is an independent sequence satisfying

\[
\sup_k E \exp \{ \alpha \|V_k\|^{1+\delta} \} < \infty, \quad \text{for some } \alpha > 0, \delta > 0
\]

and \( \{\xi_k\} \) is a bounded deterministic process. Then

\[
\{F_k\} \in S \Rightarrow \{F_k\} \in S_p, \quad \forall p \geq 1.
\]

Now, we show how Theorem 3.2 can be conveniently applied to the analysis of LMS.

**Theorem 3.3.** Let \( \{F_k\} \) be a sequence of nonnegative definite random matrices (e.g., the LMS case). If \( \{F_k\} \) satisfies the conditions in either Corollary 3.1 or Corollary 3.2 and if there are constants \( h > 0 \) and \( \delta > 0 \) such that

\[
\sum_{i=k+1}^{k+h} E[F_i] \geq \delta I, \quad \forall k
\]

then we have

\[
\{F_k\} \in S_p \cap S, \quad \forall p \geq 1.
\]

**Proof:** By Corollaries 3.1 and 3.2, we need only to show that \( \{F_k\} \in S(\mu^*), \) for some \( \mu^* \in (0, 1) \). This follows directly from Theorem 2.1 in [16], however, if we take the matrix \( A_k \) there as the deterministic matrix \( \mu E[F_k] \) and take \( \mu^* (\sup_k \|E[F_k]\|)^{-1} \).

**B. Stochastic Lyapunov Equation Based Results**

In general, given a random matrix process \( \{F_k\} \), we may always transfer the study of \( \{F_k\} \in S_p \) to that of a relatively simple scalar random sequence in \( S^0 \), via the following random Lyapunov equation

\[
P_{k+1} = (I - \mu F_k) P_k (I - \mu F_k^T) + Q_k, \quad P_0 > 0
\]

where \( \{Q_k\} \) is a sequence of nonnegative definite random matrices (may depend on \( \mu \)). The following result is proved in Theorem 2.4 of [16]. (Recall the definition of \( S^0 \) in (15).)
Theorem 3.4: Let \( \{F_k\} \) be an arbitrary matrix random process and \( \{Q_k\} \) be any sequence of positive definite random matrices. If \( \{F_k\} \) defined by (19) satisfies the following two conditions (for some \( \mu^* \in (0,1), \alpha \in (0,1), p \geq 1 \))

\[
\begin{align*}
i) & \quad \left\{ \frac{1}{1 + \|Q_k^{-1}P_{k+1}\|} \right\} \in S^0(1-a\mu), \quad \forall \mu \in (0,\mu^*), \\
ii) & \quad \sup_{\mu \in (0,\mu^*)} \sup_{n \geq m \geq 0} \|\|P_m\| - \|P_n\|\| < \infty
\end{align*}
\]

then \( \{F_k\} \in S_2(\mu^*) \).

Note that the essence of both i) and ii) is that \( P_k \) stays bounded even if \( Q_k \) does not vanish.

Based on this result, we may establish the exponential stability of the KF algorithm. The RLS algorithm may also be analyzed in this framework. Due to its special form, however, simpler methods exist (cf., [18]), and we shall not discuss that here.

Now, let \( h > 0 \) be an integer and let \( \mathcal{G}_k \) be the sigma-algebra generated by \( \{\varphi_i, i \leq k\} \). Introduce

\[
\lambda_k \triangleq \min \left\{ \frac{1}{1 + h \sum_{i=k+1}^{k+h} \|\varphi_i\|^2} \left\| \varphi_{kh} \right\| \right\}
\]

(20)

\[
b_k = (1 - \delta)b_{k-1} + \delta(\|\varphi_k\|^2 + 1), \quad \delta \in (0,1).
\]

(21)

Theorem 3.5: Consider the KF algorithm defined by (3), (9), and (10). Assume that there are constants \( \lambda \in (0,1) \) (independent of \( \delta \)) and \( h > 0 \) such that

\[
\left\{ \frac{\lambda_k}{1 + b_kh^{k+1}} \right\} \in S^0(\lambda)
\]

(22)

where \( S^0(\lambda) \) is defined by (15), and \( \lambda_1 \) and \( b_k \) are defined by (20) and (21). Assume also that for some \( p \geq 1, \|\varphi_k\|_p = O(1) \). Then \( \{F_k\} \in S_1, \forall \theta < p \).

The proof is given in Section VII.

Let us comment on condition (22). It is a variation of standard persistently excitation (PE) conditions for the regression sequence \( \{\varphi_i\} \). The usual PE condition contains two parts: a lower bound on the “richness” of the regressors and an upper bound on their growth rate. Condition (22) means that the smallest eigenvalue \( \lambda_k \) is not “too small” and that \( b_k \) (and hence \( \varphi_k \)) is not “too large.” Thus, (22) is similar in spirit as the standard PE conditions.

**Remark 3.5:** A simple case where (22) holds is when \( \varphi_k \) is bounded and persistently gets “full rank contributions.” The latter would mean that

\[
\varphi_{k+1} = f(\varphi_k, \varphi_{k-1}, \cdots) + v_{k+1}
\]

where \( v_{k+1} \) is independent of the past and of uniformly full rank. That means that \( \lambda_k \) can be taken as a strictly positive, deterministic scalar \( (\lambda_1) \), and \( b_k \) is bounded, for which trivially (22) holds.

**Remark 3.6:** When \( \{\varphi_k\} \) is bounded, so is \( \{b_k\} \) defined by (21), and hence the excitation condition (22) is implied by \( \{\lambda_k\} \in S^0(\lambda) \) (cf., [16]). This condition has been studied in detail in [16]. Also, when \( \varphi_k \) is unbounded, but is the output of a linear state-space model, then (22) can also be verified (cf. [16]).

IV. THE PROOF OF THEOREM 3.1

We start with lemmas.

**Lemma 4.1:** Let \( a_0, a_1, \cdots, a_T \) be random variables independent of \( \mu \). If there exist \( \mu^* > 0 \), and a function \( M(\mu) \) such that \( \forall \mu \in (0,\mu^*] \)

\[
\left\| a_0 + a_1 + \cdots + a_T \right\|_p \leq M(\mu) \quad \text{for some} \quad p \geq 1
\]

then there is a constant \( M \) (independent of \( \mu \)) such that

\[
\left\| a_i \right\|_p \leq M \quad \forall i = 0, 1, \cdots, T.
\]

**Proof:** Take \( (T+1) \) distinct real numbers \( \mu_i \in (0,\mu^*) \), \( i = 1, 2, \cdots, T + 1 \), and set \( A = (a_0, a_1, \cdots, a_T)^T, \quad U = [U_1, \cdots, U_{T+1}] \).

Then by the assumption, we have

\[
\left\| A^T U_i \right\|_p \leq M(\mu_i), \quad i = 1, \cdots, T + 1
\]

consequently, by the Minkowski inequality

\[
\left\| A^T U \right\|_p = \left\| A^T (U_1, \cdots, U_{T+1}) \right\|_p \leq \sum_{i=1}^{T+1} M(\mu_i).
\]

But \( U \) is a nonsingular Vandermonde matrix, so we have

\[
\left\| A \right\|_p = \left\| A^T (U_1, \cdots, U_{T+1}) \right\|_p \leq \sum_{i=1}^{T+1} M(\mu_i).
\]

Lemma 4.2: Let \( T \geq 2 \) be an integer. Denote

\[
G_n \triangleq \prod_{i=nT}^{(n+1)T-1} (I - \mu F_i), \quad G_n = \prod_{i=nT}^{(n+1)T-1} (I - \mu E[F_i]).
\]

Assume that \( \{F_k\} \in S_2(\mu^*) \cap M_2 \) for some \( \mu^* > 0 \). Then for any \( \mu \in (0,\mu^*] \) and all \( n \geq 1 \)

\[
\left\| G_n - \bar{G}_n \right\|_2 \leq \mu T f(T) + O(\mu^2)
\]

where the “O” constant may depend on \( T \), and \( f(T) \to 0 \) as \( T \to \infty \).

**Proof:** By the definition of \( S_2(\mu^*) \), it is seen that

\[
\left\| I - \mu \bar{F}_k \right\|_2 \leq M, \quad \forall \mu \in (0,\mu^*), \quad \forall k \geq 1 \quad (23)
\]

and

\[
\left\| G_n \right\|_2 \leq M(1 - \mu \alpha)^T \leq M, \quad \forall \mu \in (0,\mu^*), \quad \forall n \geq 1. \quad (24)
\]

Note that (23) implies

\[
\left\| F_k \right\|_2 \leq (\mu^*)^{-1}(M + 1) < \infty, \quad \forall k \quad (25)
\]

Now, a direct expansion of the products yields

\[
G_n - \bar{G}_n = \mu \sum_{i=nT}^{(n+1)T-1} (F_i - E[F_i]) \quad + \mu^2 \left\{ A_0 + \mu A_1 + \cdots + \mu^{T-2} A_{T-2} \right\}
\]

(26)
for some matrices $A_0, A_1, \cdots, A_{T-2}$ depending on $\{F_i\}$ and $T$. From (24)-(26) we know that there is $M(\mu)\) such that $\forall \mu \in (0, \mu^*)$

$$||A_0 + \mu A_1 + \cdots + \mu^{T-2} A_{T-2}||_2 \leq M(\mu) < \infty.$$ 

Thus by applying Lemma 4.1 (to each element of the matrix under consideration), we know that $||A_i||_2 \leq M < \infty, \quad i = 0, 1, \cdots, T - 2 \quad (27)$

where $M$ may depend on $T$ (but not on $\mu$).

Now, using (27), it follows from (26) that

$$||G_n - \overline{G}_n||_2 \leq \mu \left( \sum_{i=0}^{n+1} \left[ \sum_{i=m}^{n} \left[ F_i - E(F_i) \right] \right] \right)^{1/2} + O(\mu^2).$$

Hence Lemma 4.2 follows immediately from the assumption $\{F_k\} \in \mathcal{M}_2$.

**Proof of Theorem 3.1:** For any $T \geq 2$, let $G_n$ and $\overline{G}_n$ be defined as in Lemma 4.2. For any vector $x$ with $||x|| = 1$, introduce a sequence $\{x_n\}$ as follows

$$x_{n+1} = \overline{G}_n x_n, \quad \forall n \geq m, x_m = x.$$ 

Then $\forall n > m$

$$x_{n+1} = G_n x_n + (\overline{G}_n - G_n) x_n$$

$$= \left( \prod_{i=m}^{n} G_i \right) x_m - \sum_{i=m}^{n} \left( \prod_{j=i+1}^{n} G_j \right) (G_i - \overline{G}_i) x_i.$$

Note that $\{x_i\}$ is a deterministic process, by the Schwarz inequality it follows that

$$||x_{n+1}|| \leq \left\| \prod_{i=m}^{n} G_i \right\|_2 + \sum_{i=m}^{n} \left\| \prod_{j=i+1}^{n} G_j \right\|_2 ||G_i - \overline{G}_i||_2 \leq M(1 - \mu \alpha)^{(n-1)T}$$

where $\forall M > 0, \alpha \in (0, 1)$.

Therefore, from this and Lemma 4.2, it follows that

$$||x_{n+1}|| \leq M(1 - \mu \alpha)^{(n-1)T} + \mu \sum_{i=m}^{n} (1 - \mu \alpha)^{(n-1)T}$$

$$\times \left[ \mu T f(T) + O(\mu^2) \right] ||x_i||.$$ 

(28)

Now, let $T$ be suitably large so that

$$f(T) \leq \frac{\alpha}{2M}.$$

(29)

Then by denoting

$$z_n = ||x_n||(1 - \mu \alpha)^{-nT}$$

$$g(\mu) = \left[ \frac{\alpha}{2T} + O(\mu^2) \right] (1 - \mu \alpha)^{-T}$$

have from (28) and (29)

$$z_{n+1} \leq M(1 - \mu \alpha)^{-mT} + g(\mu) \sum_{i=m}^{n} z_i.$$ 

(30)

Consequently, by the Bellman–Gronwall inequality we have

$$z_{n+1} \leq M(1 - \mu \alpha)^{-mT} \left( 1 + \sum_{i=m}^{n} (1 + g(\mu))^{n-i} \cdot g(\mu) \right)$$

$$\leq 2M(1 - \mu \alpha)^{-mT} [1 + g(\mu)]^{n-m+1}.$$ 

Therefore, by using (30) and the inequality $(1 + x)^a \leq 1 + ax, x \geq 0, a \in (0, 1)$, we get

$$||x_{n+1}|| \leq 2M \left( 1 - \frac{\alpha}{3} \mu \right)^{(n-m+1)T} \cdot \left( \left[ \frac{\alpha}{2T} + O(\mu^2) \right] \cdot \left( 1 - \alpha \mu \right)^{-T} \right)^{(n-m+1)T}$$

$$= 2M \left( \left( 1 - \frac{\alpha}{3} \mu \right)^{(n-m+1)T} \cdot \left( \left[ \frac{\alpha}{2T} + O(\mu^2) \right] \cdot \left( 1 - \alpha \mu \right)^{-T} \right)^{(n-m+1)T} \right).$$

(31)

From this, it is obvious that there is $\mu_1 \in (0, \mu^*)$ such that

$$||x_{n+1}|| \leq 2M \left( 1 - \frac{\alpha}{3} \mu \right)^{(n-m+1)T}, \quad \forall \mu \in (0, \mu_1].$$

From here it is not difficult to conclude that $\{F_k\} \in S(\mu_1).$ This completes the proof.

# V. THE PROOF OF THEOREM 3.2

First of all, by $\{F_k\} \in S$, there exist constants $M > 0, \alpha \in (0, 1), \mu^* \in (0, 1)$ such that

$$\sum_{j=1}^{k} (1 - \mu \alpha)^{-j} \leq M(1 - \mu \alpha)^{-k-1}, \quad \forall \mu \in (0, \mu^*].$$

(31)

The proof is then divided into two lemmas.

**Lemma 5.1:** Let $G_n$ and $\overline{G}_n$ be defined as in Lemma 4.2 and $(\delta_j)$ be defined by

$$\delta_j = M(1 - \alpha \mu)^{-T} ||G_i - \overline{G}_i||, \quad T > 0$$

where the constants $M$ and $\alpha$ are defined in (31). Under Condition i) if (17) holds for some $r > 1$, then there exists a function $g(T)$ with $g(T) = o(T)$ such that for any fixed $T$ and for all small $\mu$

$$\sum_{j=i+1}^{n} (1 + \delta_j) \leq M(1 + \mu g(T) + O(\mu^2))^{n-i},$$

$$\forall n \geq i \geq 0, \forall \mu \in (0, r).$$

(32)

**Proof:** First, note that by (26)

$$G_i - \overline{G}_i = \mu S_i^{(T)} + \mu^2 H_i$$

(33)

where $S_i^{(T)}$ is defined by (16). We shall drop the argument $(T)$ in the sequel. Moreover

$$\mu^2 H_i = \mu^2 H_i(0) + \mu^3 H_i(1) + \cdots + \mu^T H_i(T - 2) + O(\mu^2)$$

with

$$H_i(d) = \sum_{j=i+1}^{n} F_j \cdots F_{j+d}, \quad d = 0, \cdots, T - 2$$
where the summation is over
\[ iT \leq j_1 < j_2 < \cdots < j_{d+2} \leq (i+1)T - 1. \]

Denote \( c = M(1 - \mu \alpha)^{-T} \) and \( t = (q^{-1} - r^{-1})^{-1} \), we have by the definition of \( \delta_i \) and (33)
\[
\begin{align*}
\left\| \prod_{j=i+1}^{n} (1 + \delta_j) \right\|_q \\
= \left\| \prod_{j=i+1}^{n} (1 + c|G_j - \widetilde{G}_j|) \right\|_q \\
\leq \left\| \prod_{j=i+1}^{n} (1 + c|S_j| + \mu^2 c|H_j|) \right\|_q \\
\leq \left\| \prod_{j=i+1}^{n} (1 + \mu c|S_j|) \prod_{j=i+1}^{n} (1 + \mu^2 c|H_j|) \right\|_q \\
\leq \left\| \prod_{j=i+1}^{n} (1 + \mu^2 c|H_j|) \right\|_r \\
\cdot \left\| \prod_{j=i+1}^{n} (1 + \mu^2 c|H_j|) \right\|_t,
\end{align*}
\]
(34)

Applying this to each \( H_i(k) \) gives
\[
(1 + \mu^2 c|H_i|) \\
\leq \prod_{k=0}^{T-2} (1 + \mu^{k+2} c|H_i(k)|)(1 + O(\mu^2)) \\
\leq \prod_{k=0}^{T-2} \prod_{j=k+2}^{T-2} (1 + \mu^{k+2} c|F_{j+k+\cdots+j}|)(1 + O(\mu^2)) \\
\leq \prod_{k=0}^{T-2} \exp \left\{ \frac{cT}{1+\delta} \cdot \sum_{j=k+2}^{k+2} \prod_{j=i+1}^{n} \|F_j\|^{1+\delta} \right\} \cdot (1 + O(\mu^2)) \\
\leq \exp \left\{ \frac{2T c}{1+\delta} \cdot \mu^{(i+1)T-1} \cdot \sum_{j=i+1}^{(n+1)T} \|F_j\|^{1+\delta} \right\} \cdot (1 + O(\mu^2)).
\]

The second products in the intermediary steps are taken over \( iT \leq j_1 < j_2 < \cdots < j_{d+2} \leq (i+1)T - 1 \). Consequently
\[
E \left\| \prod_{j=i+1}^{n} (1 + \mu^2 c|H_j|) \right\|_t^T \\
\leq \exp \left\{ \frac{2T c}{1+\delta} \cdot \mu^{1+\delta} \sum_{j=(i+1)T}^{(n+1)T} \|F_j\|^{1+\delta} \right\} \cdot (1 + O(\mu^2))^{(n-i)}.
\]
(36)

Now, for fixed \( T \) take \( \mu \) small enough so that
\[
\frac{2T c}{1+\delta} \cdot \mu^{1+\delta} \leq \epsilon
\]
then by Condition i) we have from (36)
\[
\left\| \prod_{j=i+1}^{n} (1 + \mu^2 c|H_j|) \right\|_t^T \\
\leq \exp \left\{ \frac{2T c}{\epsilon (1+\delta)} \cdot \mu^{1+\delta} (n-i)T \right\} (1 + O(\mu^2))^{n-i} \\
\leq \left( 1 + \frac{2T c}{\epsilon (1+\delta)} \cdot \mu^{1+\delta} + O(\mu^2) \right)^{n-i}.
\]

Finally, putting this into (34) and using condition (17) we see that (32) is true.

Lemma 5.2: Let Condition i) be satisfied. If (17) holds for some \( r > 1 \), then
\[
\{F_k\} \in S \Rightarrow \{F_k\} \in S_r, \quad \forall p < r
\]
and consequently Theorem 3.2 holds.

Proof: For any vector \( x \) with \( ||x|| = 1 \), similar to the proof of Theorem 3.1, introduce a sequence \( \{y_n\} \) as follows
\[
y_{n+1} = G_n y_n, \quad \forall n \geq m, y_m = x.
\]
(Note, however, this is a random equation and is no longer deterministic.) Then \( \forall n > m \)

\[
y_{n+1} = \sum_{i=m}^{n} (G_i - \overline{G}_i)y_i + \sum_{i=m}^{n} G_i x_i = \left( \prod_{i=m}^{n} G_i \right) x + \sum_{i=m}^{n} \prod_{j=i+1}^{n} (G_i - \overline{G}_j)y_i.
\]

Hence by (31)

\[
\|y_{n+1}\| \leq M \frac{(1 - \mu \alpha)^{(n+1-m)/T}}{1 + \sum_{i=m}^{n} \prod_{j=i+1}^{n} (1 + \delta_j)\delta_i}.
\]

Since \( p < r \), we can always find a number \( q \) such that \( p < q < r \), then from (38) and by the Hölder inequality (with \( s = (p^{-1} - q^{-1})^{-1})\)

\[
\|y_{n+1}\|_p \leq M \frac{(1 - \mu \alpha)^{(n+1-m)/T}}{1 + \sum_{i=m}^{n} \prod_{j=i+1}^{n} (1 + \delta_j)\delta_i}.
\]

Note that by Condition i), \( \|\delta_i\|_s = O(\mu), \forall s > 1 \), so by (32) and (39)

\[
\|y_{n+1}\|_s \leq M \frac{(1 - \mu \alpha)^{(n+1-m)/T}}{1 + \sum_{i=m}^{n} \prod_{j=i+1}^{n} (1 + \delta_j)\delta_i}.
\]

provided that \( T \) is so large that \( T^{-1}g(T) < \alpha/2 \). Hence from here it is easy to see that Lemma 5.2 is true.

\[\#\]

VI. THE PROOFS OF COROLLARIES 3.1 AND 3.2

The proof of Corollary 3.1 is prefaced by the following two lemmas, whose proofs are given in Appendix C.

**Lemma 6.1:** Let \( \{x_i\} \) be a scalar \( \phi \)-mixing process with mixing rate \( \phi(i) \). If there are constants \( 0 \leq \delta \leq 0 \), \( c \geq 0 \), such that

\[
E|x_i| \leq \delta, \quad |x_0| \leq c, \quad \forall i
\]

then for any \( n \geq m \geq 0 \)

\[
E \left| \prod_{i=m}^{n} (1 + |x_i|) \right| \leq 2(1 + \beta)^{n-m+1}
\]

where \( \beta = \delta - 2c \sigma(1) \).

**Lemma 6.2:** If, in addition to the condition of Lemma 6.1, \( |x_i| \leq c \leq 1 \), then for any \( p \geq 1 \)

\[
\left| \prod_{i=m}^{n} (1 + |x_i|) \right|_p \leq 2^{1/p}(1 + \beta)^{n-m+1}, \quad \forall n \geq m \geq 1
\]

where \( \beta = 2^{2p-1}(\delta + 2c \sigma(2)) \).

**Proof of Corollary 3.1:** Let the mixing rate of \( \{F_k\} \) be \( \{\phi(k)\} \). By Remark 3.4 we need only to prove (18) for any \( q > 1 \), by taking \( \sigma = T/\sqrt{\phi(T + 1)} \). To this end, set

\[
x_i = \mu x_i, \|x_i\|_s \leq \sigma T.
\]

Since \( S_i = S_i^{(1)} \) is defined by (16), it is obvious that \( \{x_i\} \) is also a \( \phi \)-mixing process with mixing rate \( \phi(i - 1)T + 1 \). Moreover

\[
x_i \leq \frac{\mu}{\mu + \lambda}\frac{T}{\phi(T + 1)}
\]

which is less than one for suitably small \( \mu \) (with \( T \) fixed).

Also, since \( \{F_k\} \) is \( \phi \)-mixing and has bounded moments, the \( \phi \)-mixing inequality of Ibragimov (21), we know that

\[
E\left| \prod_{i=m}^{n} (1 + |x_i|) \right| \leq c \sqrt{\phi(T - s)}, \quad \forall t \neq s
\]

where \( c \) is a constant. Consequently, by the definition of \( S_i \), in (16) it is readily verified that there exists a function \( f(T) \) with \( f(T) = o(T) \) such that

\[
E|S_i| \leq |S_i|_{2T} \leq f(T), \quad \forall i, \forall T.
\]

Hence, by the definition of \( x_i \), it follows that

\[
sup_i \left| E x_i \right| \leq \mu f(T).
\]

Thus, applying Lemma 6.2, we have for any \( q \geq 1 \)

\[
\left| \prod_{i=m}^{n} (1 + x_i) \right|_q \leq 2 \left\{ 1 + \mu \left[ f(T) + 2T \sqrt{\phi(T + 1)} \right]^{2p-1} \right\}^{n-m+1}
\]

and hence (18) is true for any \( q > 1 \). This completes the proof of Corollary 3.1.

**Proof of Corollary 3.2:** By Example 3.2, we need only to verify Condition ii) of Theorem 3.2.

First, for any random variable \( x \geq 0, \) if \( x \leq 1 \), then it is readily verified that (cf., [15])

\[
E \exp(x) \leq 2 \exp(2Ex).
\]

By this, we may estimate \( E \exp(x) \) in the general case as follows

\[
E \exp(x) = E \exp \left( x[I(x < \frac{1}{2}) + I(x > \frac{1}{2})] \right)
\]

\[
\leq \| \exp \left( x[I(x < \frac{1}{2})] \right) \|_2 \cdot \| \exp \left( x[I(x > \frac{1}{2})] \right) \|_2
\]

\[
\leq \exp(2Ex) \cdot \left\{ 1 + \| \exp(x) I(x > \frac{1}{2}) \|_2 \right\}. \quad (40)
\]

Now, denote

\[
\varepsilon_t = \sum_{i=1}^{T-1} \tilde{V}_i \quad \tilde{V}_t = V_t - EV_t \quad (41)
\]
then there exists a constant \( c > 0 \) such that
\[
E[|\epsilon_i|] \leq c \sqrt{T} \quad \forall t, \forall T.
\]
Moreover, for any constant \( b > 0 \) and small \( \mu > 0 \)
\[
E \exp \left( 2\mu b |\epsilon_i| \right) I \left( \mu b |\epsilon_i| > \frac{1}{2} \right) \\
\leq E \exp \left( 2\mu b |\epsilon_i| + \sqrt{\mu b} |\epsilon_i| \right) \exp \left( -\frac{1}{2} \sqrt{\mu b} \right) \\
= O(\mu^2 b).
\]
Hence, by (40) we have
\[
E \exp (\mu b |\epsilon_i|) \leq \exp \{ 2\mu b [\sqrt{T} + O(\mu)] \}. \tag{42}
\]
Note that
\[
S_i = \sum_{k=T}^{(i+1)T-1} (F_k - E[F_k]) = \sum_{j=m+1}^n A_j \left[ \sum_{k=T}^{(i+1)T-1} \tilde{V}_{k-j} \right]
\]
we have
\[
E \exp \left\{ \mu \sum_{i=m+1}^n ||S_i|| \right\} \\
\leq E \exp \left\{ \mu \sum_{i=m+1}^n \sum_{j=-\infty}^\infty ||A_j|| \cdot \left[ \sum_{k=T}^{(i+1)T-1} \tilde{V}_{k-j} \right] \right\} \\
= E \exp \left\{ \mu \sum_{i=m+1}^n \sum_{j=-\infty}^\infty ||A_{I_{T-t}}|| \cdot \left[ \sum_{s=-\infty}^{(i+1)T-1-j} \tilde{V}_s \right] \right\} \\
= E \exp \left\{ \mu \sum_{t=-\infty}^\infty \left( \sum_{i=m+1}^n ||A_{I_{T-t}}|| \cdot \sum_{s=-\infty}^{i+T-1-t} \tilde{V}_s \right) \right\} \\
= E \exp \left\{ \mu \sum_{t=-\infty}^\infty f_t |\epsilon_t| \right\}, \quad \left( f_t = \sum_{i=m+1}^n ||A_{I_{T-t}}|| \right)
\]
\[
= E \exp \left\{ \mu \sum_{t=-\infty}^{T-1} \sum_{j=0}^{T-1} f_{t+j} |\epsilon_{t+j}| \right\} \\
\leq \left( \prod_{j=0}^{T-1} E \exp \left( \mu T \sum_{t=-\infty}^{T-1} f_{t+j} |\epsilon_{t+j}| \right) \right)^{1/T} \\
\leq \left( \prod_{j=0}^{T-1} \prod_{t=-\infty}^\infty E \exp \left( \mu T f_{t+j} |\epsilon_{t+j}| \right) \right)^{1/T} \tag{43}
\]
But, by (42) we know that for some constant \( c > 0 \)
\[
E \exp (\mu T f_{t-j} |\epsilon_{t-j}|) \leq \exp \{ \mu f_{t-j} [T^{3/2} + O(\mu)] \}.
\]
Hence by (43) we have
\[
E \exp \left\{ \mu \sum_{i=m+1}^n ||S_i|| \right\} \\
\leq \exp \left\{ \sum_{j=0}^{T-1} \mu c f_{t-j} [\sqrt{T} + O(\mu)] \right\} \\
= \exp \left\{ \sum_{t=-\infty}^{T-1} \mu c f_t [\sqrt{T} + O(\mu)] \right\} \\
= \exp \left\{ \sum_{m+1}^n \mu c \left[ \sum_{t=-\infty}^{\infty} ||A_{I_{T-t}}|| \right] [\sqrt{T} + O(\mu)] \right\} \\
= \exp \left\{ \mu c \left[ \sum_{t=-\infty}^{\infty} ||A_t|| \right] [\sqrt{T} + O(\mu^2)] \right\}.
\]
Hence Condition ii) of Theorem 3.2 holds.

VII. THE PROOF OF THEOREM 3.5

The proof is prefaced with two lemmas.

**Lemma 7.1:** Let \( \{P_k\} \) be defined by (10). If \( ||\varphi_k||_{2p} \leq O(1), p \geq 1 \), then
\[
\sup_{\mu \in (0,1)} \sup_{k \geq 1} ||P_k^{-1}||_p \leq \infty.
\]

**Proof:** By (10) and the matrix inversion formula
\[
P_k = [P_{k-1}^{-1} + \mu R^{-1} ||\varphi_k||^2]^{-1} + \mu Q. \tag{44}
\]
Denote \( u_k = \lambda_{\max}(P_{k-1}^{-1}) = \frac{1}{\lambda_{\min}(P_{k-1})} \), then by (44)
\[
\lambda_{\min}(P_k) \geq [u_{k-1} + \mu R^{-1} ||\varphi_k||^2]^{-1} - \mu \lambda_{\min}(Q).
\]
Consequently
\[
u_k \leq \left( u_{k-1} + \mu R^{-1} ||\varphi_k||^2 \right)^{-1} + \mu \lambda_{\min}(Q) \\
= \frac{u_{k-1} + \mu R^{-1} ||\varphi_k||^2}{1 + \mu R^{-1} ||\varphi_k||^2} + \mu \lambda_{\min}(Q) \\
\leq \frac{u_{k-1} + \mu R^{-1} ||\varphi_k||^2}{1 + \mu R^{-1} ||\varphi_k||^2} + \mu \lambda_{\min}(Q) \\
= \frac{u_{k-1} + \mu R^{-1} ||\varphi_k||^2}{1 + \mu R^{-1} ||\varphi_k||^2} + \mu \lambda_{\min}(Q) \\
\leq \left( \frac{u_{k-1} + \mu R^{-1} ||\varphi_k||^2}{1 + \mu R^{-1} ||\varphi_k||^2} \right)^{1/2} \\
\leq \left( \frac{1}{1 + \mu} \right)^{1/2} \left( u_{k-1} + \mu R^{-1} ||\varphi_k||^2 \right)^{1/2} + \mu \lambda_{\min}(Q) \\
= \left( \frac{1}{1 + \mu} \right)^{1/2} \left( u_{k-1} + \mu R^{-1} ||\varphi_k||^2 \right)^{1/2} + \mu \lambda_{\min}(Q) \\
\leq \left( \frac{1}{1 + \mu} \right)^{1/2} u_{k-1} + \mu \lambda_{\min}(Q) + \mu R^{-1} ||\varphi_k||^2. \tag{45}
\]
From this it is evident that Lemma 7.1 holds.
Lemma 7.2: Let condition (22) hold. Then for \( \{ P_k \} \) defined by (10)

\[
\sup_{\mu \in (0,1)} \sup_{k \geq 1} \left\| P_k \right\|_p < \infty, \quad \forall p \geq 1.
\]

Proof: Denote

\[
T_k = \sum_{i=(k-1)h+1}^{kh} \text{tr} (P_{i+1}), \quad T_0 = 1. \tag{46}
\]

Then similar to (4.4) in [16], we have

\[
T_{k+1} \leq (1 - \mu a_{k+1}) T_k + O(\mu). \tag{47}
\]

where

\[
a_{k+1} = \frac{\text{tr} \left( (P_{kh+1} + \mu h Q)^2 \sum_{i=kh+1}^{(k+1)h} \varphi_i \varphi_i^T \right)}{h(R+1)(1 + \lambda_{\max}(P_{kh+1} + \mu h Q)) \text{tr} (P_{kh+1} + \mu h Q)}.
\]

Note that

\[
E[a_{k+1} | G_{kh}] \geq (1 + h) \lambda_k \frac{\text{tr} (P_{kh+1} + \mu h Q)^2 \lambda_k}{h(R+1)(1 + \lambda_{\max}(P_{kh+1} + \mu h Q)) \text{tr} (P_{kh+1} + \mu h Q)} \geq \frac{(1 + h)\lambda_k}{dh(R+1)} \frac{\lambda_k}{1 + \lambda_{\max}(P_{kh+1} + \mu h Q)}, \quad (d = \dim (\varphi_k))
\]

\[
\geq \frac{(1 + h)\lambda_k}{dh(R+1)} \frac{1}{1 + \lambda_{\min}(P_{kh+1})}, \quad \left( \frac{x}{1 + x}, x > 0, \text{is increasing} \right)
\]

\[
= \frac{1 + h}{dh(R+1)} \frac{\lambda_k}{1 + \lambda_{\min}(P_{kh+1})} \geq \frac{1 + h}{dh(R+1)} \frac{\lambda_k}{1 + u_{kh+1}} \tag{48}
\]

where \( u_k \) is the same as that in (45). By (45), there is a constant \( c > 1 + \| P_0 \|^{-1} \) such that

\[
\lambda_k \leq (1 - \frac{\mu}{2}) u_k + \frac{\mu}{2} c (\| \varphi_k \|^2 + 1), \quad k \geq 1, \mu \in (0,1).
\]

Consequently, \( u_k \leq \beta u_k, \forall k \geq 1, \) where \( \beta \) is defined by (21) with \( \delta = \mu/2. \) Thus (48) gives

\[
E[a_{k+1} | G_{kh}] \geq \frac{1 + h}{dh(R+1)} \frac{\lambda_k}{1 + u_{kh+1}}.
\]

From this, by Lemmas 2.1 and 2.3 in [16] and condition (22) we know that

\[
\{ a_k \} \in S^0(\lambda), \quad \text{for some} \quad \lambda \in (0,1).
\]

Note that \( \mu a_k \in [0,1/1 + R]. \) Then by using Lemma 2.3 in [16] again, we derive

\[
\{ \mu a_k \} \in S^0(\mu R(1 + R)^{-1}), \quad \forall \mu \in (0,1). \tag{49}
\]

From this and (47) it is evident that \( \{ T_k \} \) and hence \( \{ P_k \} \) is uniformly bounded in \( L_p, \forall p \geq 1; \) this completes the proof.

Proof of Theorem 3.5: First, (10) can be rewritten as

\[
P_k = (I - \mu F_k) P_{k-1} (I - \mu F_k^T) + Q_k
\]

where

\[
Q_k = \mu R L_k U_k + \mu Q.
\]

Hence, the desired result will follow directly from Theorem 3.4 if we can prove that Conditions i) and ii) are true.

By Lemmas 7.1 and 7.2 and the Hölder inequality, it is easy to see that Condition ii) of Theorem 3.4 holds for \( \forall t < p, \) so we need only to verify Condition i).

Note that

\[
\frac{1}{1 + \| Q_k^{-1} P_{k+1} \|} \geq \frac{1}{1 + \| Q_k^{-1} \| \cdot \| P_{k+1} \|} \geq \frac{1}{1 + \| Q_k^{-1} \| \cdot \| P_{k+1} \|} \geq \frac{1}{1 + \| Q_k^{-1} \| \cdot \| P_{k+1} \|} \tag{50}
\]

Now, denote

\[
x_k = (h + \| Q_k^{-1} \| T_k) \mu^{-1}
\]

where \( T_k \) is defined by (46). Then it follows from (47) that

\[
x_{k+1} \leq (1 - \mu a_{k+1}) x_k + O(1).
\]

Consequently, by Lemma 3.1 in [16] and (49), we get

\[
\left\{ \frac{1}{x_k} \right\} \in S^0(1 - \alpha \mu), \quad \text{for some} \quad \alpha > 0, \quad \forall \mu \in (0,1).
\]

Note, however, that

\[
x_k = \sum_{i = (k-1)h+1}^{kh} \mu^{-1} \left[ 1 + \| Q_i^{-1} \| \cdot \text{tr} (P_{i+1}) \right]
\]

from (51) it can be derived that (cf., [14, Lemma 5])

\[
\left\{ \frac{\mu}{1 + \| Q_i^{-1} \| \cdot \| P_{i+1} \|} \right\} \in S^0(1 - \beta \mu)
\]

for some \( \beta > 0, \) and \( \forall \mu \in (0,1), \) from this and (50) it is evident that Condition i) of Theorem 3.4 holds, and this completes the proof of Theorem 3.5.

#

VIII. CONCLUSIONS

Exponential stability of a tracking algorithm is the key both to its practical usefulness and to its analysis. In many cases the properties of the averaged dynamic equation (13) are easy to study. Exponential stability of this deterministic, linear difference equation often follows in a straightforward way from persistence of excitation conditions for the regressors in the underlying estimation problem. The stability of the actual, stochastic, difference equation (12), however, is much more difficult to establish. The most relevant earlier results, [12] and [13], have dealt with continuous time, stochastic differential equations. The assumptions used in these articles include that the coefficient matrices are bounded and satisfy a certain mixing condition.
Our main result, Theorem 3.2, deals with the discrete-time case. It establishes that the stability of the averaged equation implies the stability of the stochastic one under two quite general conditions: one being that the tails of the distributions of the random matrices decay sufficiently fast and the other that the dependence between the matrices also decays sufficiently fast. This is the case, for example, when they are linearly generated using a stable filter (Corollary 3.2).

Exponential stability of the homogeneous tracking algorithm is sufficient to directly obtain useful results, e.g., about error propagation in the algorithm and bounded tracking error. It is also a necessary building block in establishing more accurate measurements of the tracking performance.

This requires additional work, however, and we refer to the companion paper [17] for such results.

\section*{Appendix A}
\textbf{Proof of Example 3.2}

Denote $\lambda = \sum_{j=-\infty}^{\infty} \lambda_j$, by the Hölder inequality

$$\|F_k\|^{1+\delta} \leq \lambda^\delta \left( \sum_{j=-\infty}^{\infty} \lambda_j u_{i,j}^{1+\delta} \right).$$

Then for small $\varepsilon > 0$ we have

$$\begin{align*}
E \exp \left\{ \varepsilon \sum_{k=i+1}^{n} \|F_k\|^{1+\delta} \right\} & \leq \prod_{j=-\infty}^{\infty} E \exp \left\{ \varepsilon \lambda^{\delta} \left( \sum_{k=i+1}^{\infty} \lambda_{k-j} \right) u_{i,j}^{1+\delta} \right\} \\
& \leq \prod_{j=-\infty}^{\infty} \exp \left\{ -\varepsilon \lambda^{\delta} \sum_{k=i+1}^{\infty} \lambda_{k-j} \right\} \\
& = \exp \left\{ -\varepsilon \lambda^{\delta} \sum_{k=i+1}^{\infty} \lambda_{k-j} \right\} \\
& = \exp \left\{ -\varepsilon \lambda^{1+\delta} \lambda_{n-i} \right\}.
\end{align*}$$

\section*{Appendix B}
\textbf{The Proof of "(18) $\Rightarrow$ (17)"}

By Condition i) of Theorem 3.2, we have for any $\beta > 0$

$$E \prod_{j=i+1}^{n} \left( 1 + \mu ||S_j||I(||S_j|| > c_T) \right)^{\beta}$$

\begin{align*}
& \leq E \exp \left\{ \mu \beta \sum_{j=i+1}^{n} ||S_j||I(||S_j|| > c_T) \right\} \\
& \leq E \exp \left\{ \mu \beta \sum_{j=i+1}^{n} ||S_j||^{1+\delta} c_T^{-\delta} \right\} \\
& \leq E \exp \left\{ \frac{\mu \beta}{c_T} (n+1)^{\delta} \sum_{j=(i+1)T}^{(n+1)T-1} ||F_j||^{1+\delta} \right\} \\
& \leq E \exp \left\{ \varepsilon^{-1} \mu \beta \left( \frac{T}{c_T} \right)^{\delta} T(n-i) \right\}.
\end{align*}

Note that as $T \to \infty, T/c_T \to 0$, so by the Hölder inequality, (17) follows from (18) and (B.1) immediately.

\section*{Appendix C}
\textbf{Proofs of Lemmas 6.1 and 6.2}

\textbf{Proof of Lemma 6.1:} Denote $z_n = \prod_{i=m}^{n} (1 + |x_i|), z_{m-1} = 1$. Then

$$z_n = z_{n-1} + |x_n|z_{n-1} = 1 + \sum_{i=m}^{n} |x_i|z_{i-1}. \quad (C.1)$$

By Theorem A.6 in [19] it is known that

$$|E(|x_i|z_{i-1}) - E|x_i|Ez_{i-1}| \leq 2\phi(1) \cdot c \cdot Ez_{i-1}.$$ 

Consequently, it follows that

$$E(|x_i|z_{i-1}) \leq \beta Ez_{i-1}.$$

Substituting this into (C.1) we get

$$Ez_n \leq 1 + \beta \sum_{i=m}^{n} Ez_{i-1}$$

hence by the Bellman–Gronwall inequality

$$Ez_n \leq 1 + \sum_{i=m}^{n} (1 + \beta)^{n-i+1} \beta \leq 1 + (1 + \beta)^{n-m+1}.$$ 

This completes the proof.

\textbf{Proof of Lemma 6.2:} By the Schwarz inequality and the elementary inequality $(1 + x)^{2p} \leq 1 + p2^{2p}x, 0 \leq x \leq 1$, it follows that

$$\left\| \prod_{i=m}^{n} (1 + |x_i|) \right\|_{2p} \leq \prod_{i=m}^{n} \left( 1 + |x_i| \right)_{2p} \leq \left\{ \prod_{i=m}^{n} (1 + |x_i|) \right\}_{2p}^{1/2p} \leq \left\{ E \prod_{i=m}^{n} (1 + p2^{2p}|x_i|) \right\}_{1/2p}.$$ 

Since the process $\{x_{2k}\}$ is also $\phi$-mixing with mixing rate $\phi(2k)$, by Lemma 6.1, we have $\forall n \geq m$

$$\left\{ E \prod_{k=m}^{n} (1 + p2^{2p}|x_{2k}|) \right\}_{1/2p}^{1/2p} \leq (2 + 2p \beta_1)^{n-m+1} \leq 2^{1/2p} (1 + \beta_1)^{n-m+1}$$

where $\beta_1 = 2^{p-1}(\delta + 2c\phi(2))$. 

Similarly, \( \forall n \geq m \)
\[
\left( E \prod_{k=m}^{n} (1 + p2^k|x_{2k+1}|)^{1/2p} \right)^{1/2p} \leq 2^{1/2p}(1 + \beta_1)^{n-m+1}.
\]
(C.4)

Finally, by (C.3) and (C.4), the desired result follows from (C.2).
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