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Abstract In this paper, the authors consider the inverse problem for the Moore-Gibson-Thompson
equation with a memory term and variable diffusivity, which introduce a sort of delay in the dynamics,
producing nonlocal effects in time. The Hélder stability of simultaneously determining the spatially
varying viscosity coefficient and the source term is obtained by means of the key pointwise Carleman
estimate for the Moore-Gibson-Thompson equation. For the sake of generality in mathematical tools,
the analysis of this paper is discussed within the framework of Riemannian geometry.

Keywords Carleman estimate, memory term, Moore-Gibson-Thompson equation, stability, Rieman-

nian geometry.

1 Introduction

Inverse problem starts with concerning a mapping between objects of interest (which is
called parameters), and acquired information about these objects (which is called data or mea-
surements) (see [1], Subsection 1.1). Roughly speaking, inverse problem refers to the determi-
nation of parameters (or changes in medium properties including the shape and position of the
medium) from indirectly related data (measurements). The study of inverse problems mainly
lies in two aspects: theory and application.

The theoretical research on inverse problems provides an important guidance for the prac-
tical applications. It focuses on the uniqueness and stability of determining parameters. The
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uniqueness property tells us what kind of measurements can determine the parameters, and the
stability property is useful in designing the reconstruction algorithm of parameters. Based on
theoretical analysis, the application of inverse problem concerns the practical environment, in-
volving in the reconstruction algorithm and product design. A typical example is the Calderén
problem, which has been successfully applied to the electrical impedance tomography (EIT).

Recovery of parameters with respect to measurements for partial differential equations
(PDESs) is a key field in inverse problems. The study of inverse problems for PDEs is essential
in practical applications, such as, in the field of medical imaging, geophysical prospecting and
non-destructive testing on materials, etc. In this paper, we consider the inverse problem of
determining parameters for the Moore-Gibson-Thompson equation (MGT equation for short)
with memory terms.

The MGT equation considered in this paper is a linearized type of the nonlinear acoustic
waves describing the high-intensity ultrasound accounting for thermal flux and molecular re-
laxation times (see [2, 3] for more details on this model). The review paper [4] provided an
overview of established PDEs models of nonlinear sound propagation, as well as of more recent
developements, along with a very useful collection of references. The MGT equation arises in
the context of a branch of physics and mathematics. It is widely used in medical and industrial
applications, including medical imaging, thermotherapy, ultrasound cleaning and sonochemistry
since it deals more specifically with sound waves of sufficiently large amplitudes, e.g., see the
monographsl® 7. Usually, for the information of the viscosity of the fluid, as well as the external
source added to the system, it is hard or even impossible to directly detect them. Therefore,
it is necessary to indirectly get the information of these physical parameters by placing some
sensors. For this reason, it is important to study the inverse problems for the MGT equation.
In other words, we need to find suitable measurements that can uniquely determine the physical
parameters.

This third order in time equation (both linear and nonlinear) was previously developed by
several authors from various aspects. See for example the works [8-11] for a variety of problems
related to this equation. The memory term (appearing in the MGT equation) reflects the
memory effects of materials due to viscoelasticity. Viscoelasticity is the property of materials
that exhibit both viscous and elastic characteristics when undergoing deformation. It usually
appears in fluids with complex microstructure, such as polymers. Viscoelastic materials often
encountered in biological science, materials sciences as well as in many industrial processes, e.g.,
in the chemical, food, and oil industries. Compared with Newtonian fluids, these phenomenon
and mathematical models are more suitable for diverse viscoelastic materials, see [12] for more
details.

The MGT equation differs from the classical second order (in time) wave equation in various
topics, such as the analysis of well-posedness, dynamic behavior, controllability, and stability
etc. More precisely, this equation displays, a variety of dynamical behaviors for its solution
that depend on the physical parameters appearing in the equation. Indeed, the well-posedness
of solutions fails, even in the simplest case when the diffusivity vanishes (e.g., see [13, Theo-
rem 1.1]). In other words, the diffusivity does affect both well-posedness and stability. While

@ Springer



2370 FU SONGREN . CHEN LIANGBIAO - ZHANG JI-FENG

for the second order (in time) equations, the presence of the structural damping is irrelevant
for the well-poseness. The controllability properties of the MGT equations, compared to the
classical wave equations, are much more complicated, see [9, 14]. Even for the one dimensional
MGT equation, it is not exact and null controllable by a control supported on the boundary,
see [15]. The studying of the linearized MGT equation with memory term has been investigated
in [12, 16] concerning the energy decay of solutions.

Inverse problems of both linear and nonlinear partial (ordinary) differential equations (ODEs,
PDEs) have attracted much attention with lots of literature on inverse elliptic equations,
parabolic equations, Schrédinger equations, hyperbolic equations, and plate equations, etc.
See an incomplete list [17-27] and the references therein for these topics. Among those, the
original work [22] created the Carleman estimates method to derive the strong Lipschitz sta-
bility of recovering parameters, after which many papers have been published along this line,
see [19, 28-32] and the references therein.

For the inverse MGT equation, few results are available in literature. The work [33] studied
the inverse MGT equation of recovering the spatially varying viscosity. Both canonical recovery
problems are investigated: (i) Uniqueness and (ii) stability, by using just one boundary mea-
surement. Their approach relies on the Carleman estimates and dynamical decomposition of
the MGT equation. Later, [28] devoted to the inverse problem of recovering a space varying co-
efficient of the MGT equation, from knowledge of the trace of the solution on some open subset
of the boundary. They obtained a Lipschitz stability for this inverse problem, and designed a
convergent algorithm for the reconstruction of the unknown coefficient.

This paper is devoted to studying the inverse problem of simultaneously determining two
space varying parameters appearing in the MGT equation with a memory term. To prove the
stability of recovering the parameters, we use the Bukhgeim-Klibanov method created in [22],
which is based on the idea of applications of the Carleman estimates to prove the result for
the inverse problem of PDEs. The main features and findings of this paper are summarized as
follows: (i) We establish a pointwise Carleman estimate for the MGT equation within the frame
work of Riemannian geometry (the Carleman estimate is valid whenever the MGT equation is
considered on a Riemannian manifold). (ii) We consider the variable diffusivity, which affects
the original metric from the view of geometry. (iii) We simultaneously recover two space
varying parameters from two groups of measurements measured on a small subdomain near
the boundary.

The rest of this paper is organized as follows: In Section 2, we give some preliminaries and
the main theorem of this paper. In Section 3, we prove a pointwise Carleman estimate for the
MGT equation, which is essential in dealing with the inverse problem. Section 4 focuses on

proving the main theorem of this paper. Finally, some conclusions are given in Section 5.

2 Preliminaries and Main Results
2.1 Preliminaries and Statement of the Inverse Problem

Let {2 be a bounded domain of dimension n > 2 with smooth boundary 02 = I', and Q =
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2 x(0,T), X=T x(0,T) for T > 0. Denote by 9; (m € N) the m-th partial derivative with
respect to ¢, and A = Y7, % the Laplacian on 2. Consider the following MGT equation
“k

with a memory term:

t
gt + gy — bAuy — 2 Au + / k(t — ) Au(x,l)dl = F(x,t), (z,t) € Q,
0

u =0, (z,1) € 5, (2.1)

u(z,0) =uo(x), w(x,0) =wui(x), wu(x,0)=pulx), T € 12,

where the unknown v = wu(x,t) denotes the acoustic velocity potential, and the coefficients
a(z),b(x), c(x) are all positive functions, referring to the viscosity parameter (friction damping),
the diffusivity and speed of sound, respectively. F(z,t) = g(z)R(z,t) is the source term, which
comes from the external ultrasonic transmitting device, providing external power to the system.
Let P =07 + ad? —bAJ; — *A, Ly = 9} —bA and v = o — %. Then,
2
Pu = Lyuy + szu + Y-

For simplicity, we assume that b(z),c(x) are smooth functions with positive lower bound
throughout this paper. It is clear that, the variable coefficient b(x) appearing in bAu; con-
formally changes the Euclidean metric. Therefore, for the sake of generality in mathematical
tools, the analysis of this paper is discussed within the framework of Riemannian geometry.
More precisely, in the system (2.1), we consider the Laplace-Beltrami operator A, on the Rie-
mannian manifold ({2, ¢g), instead of the Laplacian A. Thus, it is necessary to introduce some
notations related to this work.

Denote by X(£2) the set of all smooth vector fields on 2. Let (X,Y) = g(X,Y") be the inner
product for vector fields X,Y € X(£2). Particularly, | X|? = ¢(X,X) = |X|*>. Let D be the
Levi-Civita connection in the metric g. The gradient of a smooth function v is denoted by Duv,
which is a vector field on (2 satisfying (X, Dv) = Xv. For any « € (2, denote by (2, the tangent
space at x, and D?v the usual Hessian tensor of v. It is known that

D?*v(X,Y) = (DyDv,X) =Y Xv— (DyX)v=D*(Y,X), VX,Y €,

Here and after, the subscript g is omitted if there are no confusions.
Denote by LP(£2) the set of measurable functions v on 2 satisfying

/ |v|Pdg < +00, p >0,
0
where dg is the volume element in the metric g. For an integer m > 0, define
H™(2) = {v € L*(0): / |D*v|?dg < +o0, s=0,1,--- ,m},
Q

where D®v denotes the s-th covariant derivative of v (with the convention D% = v). Particu-
larly, we have L?(£2) = H°(£2). Denote the function space H™(Or) by

Hm(OT): ﬂHS(O7TaHm78(O))7 m:0717"' )
s=0
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where Or = O x (0,T), and O is an open subspace of (2. In particular, we have H°(Or) =
L?(O7).

Statement of the inverse problem Let uy;(x,t) = u(x,t; 1), ax, gi) be the solution to
the system (2.1) with respect to the inputs ugju(x,0) = p;(z) and the unknowns ay(x) and
qr(z) for k,j = 1,2. For given T > 0, define

A%quk (j(x)) = ug; |(9><(0,T)’

where O is an arbitrary neighborhood of I inside {2. That is, the measurements are taken on a
small neighborhood of I'. The inverse problem considered in this paper is: Deriving a stability
result of determining «(x) and ¢(z) by two groups of measurements. More precisely, we are
going to prove

A
llon — 2|l r2(0) + llar — @2ll2(2) < C ([lur — ua1llx(or) + lJu1z — uaellx(04)) "

where X (Or) is a proper Sobolev space on the domain Opr = O x (0,7) and A € (0,1) is
a constant. By the fact that the map (a,q) — wu(z,t; @, q) is nonlinear, it is clear that the
mentioned inverse problem with respect to «, is nonlinear. We shall turn the above inverse
problem for the original u-system (2.1) into an auxiliary linear inverse problem for the following
w-system:

Wyet — Wy — bAW, — 2 Aw = —Quoy + GR, (z,t) € Q,

w =0, (z,t) € X,

w(x,0) = wy(x,0) = wy(z,0) =0, x € (2,
where w = u1 —us, @ =1 — @z, and ¢ = ¢1 — go.
2.2 Main Assumptions and Main Theorem

Let My be a large positive constant. For functions «(z), ¢(z), b(x) and the solution u(z,t),

define two admissible sets as follows.

U ={(e,q) € L=(2) x L(R2) : [|pl[F 0y + lal[T= 0y < Mo, (@,0)]we = (20, 0)lwo}> (2:2)
Uy ={b e C*(2) : My " < [[bllg2(q) < Mo, DI(Inb) <2(2—-m)}, m e (0,1), (2.3)

where ag(x), go(z) are known functions in wy, and wp is a small neighborhood of I" inside (2.
The following are the main assumptions of this paper.

(A.1) There exists a strictly positive function 9 : 2 — R of calss C? in the metric g such
that

D*9(X,X)>p|X]?, VXER,, z€N (2.4)
and
mind(z) > dp >0, maxd(x) <d, (2.5)
e zes?

where p, dy, d; are positive constants.
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(A.2) ¥(z) has no critical point on §2, namely,
;Ielg |DI| =mg > 0. (2.6)

(A.3) R(z,t) € WH(Q) and the kernel k(t) is a positive smooth function defined on
[0, +00).

(A.4) Functions R, q, o, ug, u1, i and k are selected such that the system (2.1) is well-posed
and

uEUQZ{UEW&m@”:Hﬂ%mm@)gkﬁ} (2.7)
(A5) pj € C=(2) (j = 1,2), and |(p(2) — pa(x))R(x,0)] > r > 0 for x € 2, where r is
some positive constant.
Remark 2.1 By translation and re-scaling, we can achieve

| 2

D?9(X,X) > 2|X|?%, inf |D§ > 4. (2.8)
Assumption (A.1) is widely used in the Carleman estimates and inverse PDEs, which guarantees
the interior information of solutions to the system arrives at boundary at a finite time, see
for example [30, 34]. The existence of convex functions depends on the curvature of ({2, g).
Particularly, for the Euclidean case, we can take 9(x) = |z — x0|? with zq € R™\{2. For general
Riemannian manifolds, such ¥ exists locally. There are a number of non-trivial examples to
give such 1, see [34, Chapter 2.3].

The regularity assumption of the solution u to the system (2.1) can be attained with sufficient
smooth functions R, «, ¢ and (ug, u1, it5) (see [35]). It is pointed out that, in [35], the assumption
that [~ k(I)dl < 1, k'(s) < 0 and there exists a ¢ > 0 such that

(a—o)k'(1) —K"(1) <0,

for some | > 0, were additionally assumed. See also [16] for the well-posedness discussions of
the system (2.1).

We are now in a position to introduce the main theorem of this paper.

Theorem 2.2 Let w be an arbitrary neighborhood of I inside {2 such that wy C w. Let
(ak,qr) € Ur,b € Up, B > 0 sufficiently small, and T > supmeﬁ(ﬁflﬁ(x))%. Suppose that
ug;(x,t) € Us are the solutions to the system (2.1) with respect to the parameters au, qi, and the
initial data

(ukj (@, 0), ukje(z,0), ugjee (2,0)) = (wo(@), ur(z), p;(x)), k,j=1,2.
Then, under the assumptions (A.1)-(A.5), there exist positive constants C = C(My, 2,T) and
A € (0,1) such that

2 A

o — as|lL2(0) + g — g2llz2(2) < C{Z w1 — uzjl[H2@wx 0, | - (2.9)
j=1
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The proof of the above theorem will be given in Section 4. We have the following corollary

immediately.

Corollary 2.3 Under the condition of Theorem 2.1, we have
w1y = ugr  nw x (0,T) for k=1,2 imply a1 = az and g1 = q2  a.e. in §2.

Remark 2.4 We want to remark more on the condition that b € U,. It is clear that
the presence of b(z) in bAgu; conformally changes the original metric g. Since the existence
of strictly convex function mentioned above relies on the metric g, it is necessary to impose a
certain condition on b(x) (see the set Up). In the following, we give a more concrete explanation.

Let © = (21,22, -+ ,x,) be the natural local coordinate system of {2, and 9,,(i = 1,2,--- ,n)

be the natural frame vector fields at . Then, we have

Agv = (det G(z)) ™ 2 Z(’? [(det G(x))? gij('?mjv], (2.10)

2,7=1

where G(z) is a positive definite matrix given by
G(z) = (9(0z;, 0z;) )1<i,j<n-
Let g1 = b~!g. Then, by (2.10), we find that

Ag v =>bA,v + 2_Tng(Db7 Dv). (2.11)

Let D be the Levi-Civita connection in the metric g1. By the basic theorem of Riemannian
geometry, i.e., the Levi-Civita connection is uniquely determined by the Riemannian metric,
see [36, Theorem 3.6]. By [36, PP. 55, Identity (9)], it is known that the relation between D
and D is given by

DxY = DyxY — %g(Dlnb,Y)X - %g(Dlnb,X)Y + %g(X, Y)Dlnb, VX,Y € X(1).
For function e?, it is not difficult to find
D%*’(X,X) = g1 (DxDe’, X)
= b 'g(DxDe’, X)
— b lg(Dx (bDe”), X) — %eﬂ[m(ln B)IX[2 + (X Ib)(X D) — (X0)(X Inb)]

= [D219(X,X) - %Dﬁ(ln )| X2+ (X9)* + (X In b)(Xq?)]

N =

2
= eﬁ{DZﬁ(X,X) - %Dﬁ(lnb)|X|§ + [(Xz?) + (Xlnb)} = i(x 1nb)2}
> be”[2 — 1/2DY(Inb)]| X2, + eﬁ{ [(Xﬁ) + %(X In b)]2 — i(x 1nb)2},
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where (2.8) was used in the last inequality. We can always achieve that
D?%’(X, X) > be’[2 — 1/2D9(Inb)]| X |2,

by re-scaling 9 (i.e., replace 6 by [, where | > 0 is large enough), if necessary. Therefore, we
conclude that, if b € Uy, then e” is a strictly convex function in the metric g1, satisfying the
assumptions (A.1) and (A.2) (if necessary, we can re-scale ¢’ by le” for some [ > 0). For the
case where ¥ = |z — x0|?, the similar assumption of b € Uj, is widely used in inverse problems,
e.g., see [19, Condition (1.7)], [37, Condition (2.2)].

3 Carleman Estimates for the MGT Equation

In this section, we will prove a Carleman estimate for
t
Au = Pu —|—/ k(t — 1) Au(x,l)dl. (3.1)
0

To do so, we shall firstly establish a pointwise Carleman estimate for Pu.
Let

o(x,t) =9(x) — pt2, (2,t) €Q, (3.2)
where 9(x) is the strictly convex function given by the assumption (A.1), and 8 € (0,1) is a
small constant. For arbitrary ¢ > 0 and 0 < § < dy, denote by
Q) ={z e 2:dist(z,002) > e}, £2(0) =1,
Q(e,0) = {(x,1) € £2(¢) x (0,+00) : p(x,t) > 6}, Q0,0) =Q,
where dy is given by (2.5) and § > 0 is a small constant.

3.1 A Pointwise Carleman Estimate for Pu

The following is the key pointwise Carleman estimate for Pu.

Theorem 3.1 Let u € H3(Q(0,9)). Under the assumptions (A.1) and (A.2), there exist
positive constants C = C(My,T), Bo and so such that

?*?(Pu)? > CO[s(ufy + |Duyg|* + [Dul?) + 5 (u® + uf)]e?
+divX +0,Y, (2,t) € Q(0,0) (3.3)

holds for all 0 < B < By and s > s, where X is vector field on §2, and Y is a scalar function
with respect to wu, @, respectively. Moreover, X,Y satisfy

IX| < Cls(u, +Dur + [Du?) + *(w® +ud)]e*%,  (2,1) € Q(0,9), (3.4)
V] < CllAuf + s(ud, + [Dug + [ Dul?) + *(u? + )], (0,1) € Q(0,8),  (3.5)

and Y (x,0) =0 if u(z,0) = u(z,0) = 0.

@ Springer



2376 FU SONGREN . CHEN LIANGBIAO - ZHANG JI-FENG

To prove the above theorem, inspired by [38], we firstly establish a pointwise Carleman
estimate for the hyperbolic operator Ly = 92 — A. The Carleman-type estimate was firstly
introduced by Carleman(® in 1939 to study the uniqueness of elliptic equations in two di-
mensions. It has become an important tool in studying the uniqueness, control, and inverse
problems for PDEs (see [22, 30, 40] and the references therein). The pointwise Carleman es-
timates for hyperbolic equations have simple weight functions, and can be effectively used to

deal with the inverse hyperbolic PDEs with memory terms.

Lemma 3.2 Letu € H*(Q(0,0)) and the assumptions (A.1) and (A.2) hold. Then, there
exist positive constants C = C(My,T), B« and s, such that

2
e**?(Lov)? > —3(

+divU, (v) + 0V, (v), (z,t) € Q(0,9) (3.6)

vfer“o)t + Cs(vt2 + |Dv|2 + 3202)625“‘”

holds for all 0 < 8 < B« and s > s.. Moreover, Uy, V,, satisfy
(U V)| < Cs(0} + | Do 4 s70)e> (3.7)

and V,, is given by (A.13).

Proof See the Appendix. |
As we have discussed in Remark 1.2, with the condition b € Uy, €” is a strictly convex
function satisfying the assumptions (A.1) and (A.2). Based on Lemma 3.2, and noticing that

the lower order term (Db, Dv) can be absorbed, we can obtain a similar Carleman estimate for

9 _
Lyv = vy — bAv = vy — A0 = vy — Ay, v+ Tn (Db, Dv) .
Corollary 3.3 Let u € H*(Q(0,9)) and b € Uy. Under the assumptions (A.1) and (A.2),
there exist positive constants C = C(My,T), 8 and’s such that

2
X (Lyv)? > —%(vfe2w)t + Cs(v? + |Dv|? + s2v?)e?s®

+divU, (v) + Vo (v), (2,t) € Q(0,6) (3.8)

holds for all 0 < 8 < B and s > 5. Moreover, (3.7) holds for Uy, V.

Remark 3.4 Clearly, without the operation of introducing the new metric g; = b~ 'g,
using the same arguments in Lemma 3.2, we can directly prove Corollary 3.3 for L, and we
can also find a similar condition that b € U,. By introducing the conformal metric g; discussed
in Remark 2.2, the reason of the condition b € U is clarified in a direct way. Compared
to the pointwise Carleman estimate established in, e.g., [40] for wave equations on Euclidean
spaces, the estimate (3.8) includes an extra term —%(vfezw)t, which is crucial in obtaining
Y, (x,0)=0.

Proof of Theorem 3.1 By Corollary 3.3, with v = u and v = u, we have
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2
Culs(uf + [Duf?) + s*u?]e?™? — = (ufe?); + divU,(u) + 0V, (u) < |Lyule™?,

2
Cao[s(u, + | Duy|?) + su?]e?s? — %(uftezs‘p)t + divU, (ug) + 0V (ug) < |Lpug|?e®¢.
In the above first inequality, taking C' = min{C1, Cs}, we have
2
Ols(ufy + | Dusl” + [Duf) + (0w +u)]e*™ = S [(uf + )™,
+ div(Uy(u) + Up(ur)) + 0V (u) + 0V (us)
<(Lo? + Ly ).

Observe that

2

erap

2
c
|Pu — Vutt|2e25‘p = FLW + Lyuy

2sc?

4 2
= (Z—2|Lbu|2 + |Lbut|2>625‘p + %(|Lbu|2e25‘p)t — o1 | Lyu|?e®s?

2
c
> (Co|Lyu|* + |Lyu|*)e®s% + ?(ufte%“o)t + A[(b| Aul? — 2ug Au)e®s#];,

where Cp = min Z—: > 0, and p; = —26t < 0 was used in the last step. Taking s sufficiently
large (there exists a positive constant sg, such that s > sq), it follows that

Ols(, + 1Duel? + [Dul) + 5 (u® +u2)]e? + [(b] Auf? — 2up A — b~ )],
+ le(Uw(U) + Uw(Ut)) + 8,5‘/;, (’LL) + &J@,(ut) (39)

<[ Pul?e?s?.
Let X = CoUy(u) + Uy(uy) and
Y = CoVip(u) + Vi (ug) + 2 (b| Aul* — 2uy Au — Cob™tu)e® . (3.10)
In view of (A.13) with v replaced by wu, and by ¥ = AY — 3 — 1, we obtain
Y (z,0) =0,

provided that u(z,0) = us(z,0) = 0. Moreover, (3.4) and (3.5) follow from (3.7) and (3.10).
Therefore, the proof of Theorem 3.1 is completed. |

3.2 Carleman Estimate for the System (2.1)

Recalling the positive constants €, given in the beginning of Section 2, for ¢ > 0, we set
2:(,9) = Q(e,9) N (2 x {t}) and for x € 2,

0 < I (x),

0, else.
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For given T > supreg(ﬁ’lﬂ(x))’%, we have (0,t5(x)) C (0,T). Accordingly, the boundary of
Q(g,0) is given by
0Q(e,8) = X1 U X U (R2(e) x {0}),

where X1 = {(z,t) € 2(¢) x (0,T) : p(x,t) =}, and
Yo =90(e) x (0,ts(x)).

Denote by d@ = dgdt the volume element of {2 x (0,7"). Let w be a neighborhood of I" inside
2 and wy = w x (0,7"). With the above preparations at hand, we prove

Theorem 3.5 LetT > supweg(ﬁflﬁ(x))*% and 0 < § < %. Suppose that u € H?(Q)
solves (2.1) with u(z,0) = u¢(x,0) = 0. Then, under the assumptions (A.1) and (A.2), for any
e > 0 with 2(e)\2(2e) C w, there exist B_ >0, s_ >0 and C = C(T, 2, My) > 0 such that

/@< S [s(Juse|? + [ Duel® + |Dul®) + s°(uf + u?)]e**?dQ
€,

2

t
<C / k(t — 1) Au(a, Ddl| e22dQ (3.11)
0

Q(e,9)
[ AuPeeaQ + O fulfgy + O My
Q(e,9)

holds for all 0 < B < (_ and s > s_.
Proof Let x € C3(Q) be a cut-off function satisfying

L (x,t) € Q(2,20),
X, t) = (3.12)
0, (x,t) € Q\Q(e,0).
For y(z,t) = x(z, t)u(z,t), we have
Py = XPu + 3xure — xeAu + (3xae + 2ax¢ — Ax)ur — 2Dx(u + wr) — 2Dxe(u) + (Px)u.

Integrating the inequality (3.3) over Q(e, d) yields
L 000l + DG+ DO + 5 Gcnl® + xul)e7aQ
€,

<C |77u|2625“‘°dQ + C/ (|utt|2 + |Au|2 + |Dut|2 + |nggu|2 + u2)
Q(e,0) Q(e,0)

X (IDxe|* + [Daex® + Ixee)® + x> + 1A% + [Axe|?)e**dQ

—|—/ divX(Xu)dQ+/ Y (xu)dQ.
Q(e,9) Q(e,9)

(3.13)

Notice that u(x,0) = w¢(x,0) =0 and x(z,t) =0 for (z,t) € Q\Q(e,0). Then, we have

/ Yi(xu)dQ = 0.
Q(e,0)
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By a similar argument with [41, Corollary 2], and observing that X (xu) = 0 on Xy U X5, we
have

/ div X (xu)dgdt = / (X (xu),v)dIdt,
Q(e:9) 9Q(e,8)\(£2()x {0})

where ¥ is the unit normal vector field of 02;(e,d) and dI" is the surface element. Moreover,
by the fact that
supp(Axe, AX, DaeX, Xete, Xees Dxe) € Q(e,0)\Q(2e,29),

the second term on the right-hand side of (3.13) satisfies
[ (el 120 + 1Dl + Du? +02)
Q(e,9)

X (IDx¢|* 4 | Daex|® + Ixeee]* + [xeel* + |AX[* + [Axe]?)e**?dQ (3.14)

= (lueel® + 1 Auf® + [Dug? + | Dy pul® 4+ u?)e**dQ,
Q(£,0)\Q(2¢,26)

where D, ; = (Du,ut) and |D, ¢ul? = |Dul*+u?. Since Q(z,6) = (Q(e, §)\Q(2¢,20))UQ(2¢, 26)
and x(z,t) =1 in Q(2¢,20), via (3.13)—(3.14), we have

[ bl + 1Dwf 4 1DuP) + 50 + u)eaQ

Q(e,0)
<C [s(|uee|® + |Aul® + |Dug|?) + s*(| Dy pul* + u?)]e?$?dQ (3.15)
Q(e,0)\Q(2¢,29)
+C/ |Pul?e**?dQ.
Q(e,9)

We proceed to deal with the following terms:
/ (s(juee? + [Auf? + [Dugl?) + 53Dy gul? + u?))e22dQ.
Q(e,0)\Q(2¢,29)
Notice that
Q(e,0)\Q(2¢,20) C (Q(e,0)\Q(2¢,6)) U (Q(e, 0)\Q(e, 20))
and § < p(x,t) < 26 for (z,t) € Q(e,9)\Q(e,20), and Q(g,0)\Q(2¢,d) C wr. Then, we obtain

/ [s(luatl® + | Auf* + |Due|*) + 5°(| Dz g + u?)]e**?dQ
Qe 5)\Q(22,25)

< Ce[ull3p2 () + O’ My, (3.16)

where My was introduced in (2.7). Inserting (3.16) into (3.15) yields (3.11). Therefore, the
proof of Theorem 3.5 is finished. |

4 Proof of Theorem 2.2

Let up; = ugj(x,t;n;(x)) solve the system (2.1) with respect to the unknowns ay(z) (or
Y,(z)), qr(z) and the initial data 07uy;(x,0) = p;(x) for k,j = 1,2. Let

@ Springer



2380 FU SONGREN . CHEN LIANGBIAO - ZHANG JI-FENG

wj(z,t) = uij(w,t) —ugi(w,t), qlo) =q(z) - q(z), F(x)=12(x) —1(2).

Then, @ = (wy,w2)" solves
2

t
Lbﬁ)\t + C_Lbﬁ)\ + r)/lﬁjtt +/ k(t - Z)Aﬁ)\(xJ)dl = A(ﬁ)&)Tv (.lf,t) € Qv
0

b
& =0, (z,1) € %, (4.1)
w(x,0) = Wg(x,0) = Wy (x,0) =0, x € (2,
where the superscript T denotes the transpose, and
1) R(xt
A= A = | toel®t) B@D
ugowe(z,t)  R(z,t)
Let w = w;. Notice that
a t t
5 k(t — ) Aw(z, l)dl = k(0)Aw(z,t) + / K (t — 1) Aw(x,1)dl
0 0
t
- / k(t — 1) ATz, 1)l
0
Then,
c? t
Ly + — Ly + 71y +/ k(t— D) Aw(z, dl = A(7,9)",  (x,t) €Q,
0
w=0, (z,t) € %, (42)
W(Z‘,O) = mt(x70) = O7wtt('x7 O) = A(ﬂf,O)W,qA)Ta S Q)
where

m(x)  R(z,0)
pa(x)  R(z,0)
Applying Theorem 3.5 to the system (4.2), via the assumption that ||A¢||z~ ) < Mo (see

A(z,0) =

the assumption (A.4)), we have
L/ [s([@ee|? + [ DT | + [DW) + (@] + []*))e***dQ
Q(e,9)

<c / (B2 + [32)e*°dQ + CeC* || %2
Q

)
Q(e,9)

By [40, Lemma 3.1.1] (or [41, Lemma 1]), there exists a positive constant C such that

t
/ / v(z, 1)dl
Q(e,6) 1 JO

holds for all v(z,t) € L?(Q(g,§)). Using the first equation in (4.1) and noticing that

) + 0336468 MO

(wr

t 2
/ k(t — 1) Aw(z,1)dl| **?dQ. (4.3)
0

? C
Q< $ [ julaPeedQ
Q(e,9)

S

t
Ad(z,t) = / Ay (w, 1)dl,
0
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we have
t 2
/ / k(t — 1) AT, D] e22dQ
Q(e,0)
<C | A |2e?*%dQ
Q(e.8)
t 2
<C |AD2e**¢dQ + C / k(t — 1) Aw(z,1)dl| e**2dQ
Q(c.8) Q(e.0)
40 [ ([l + P+ e dQ
Qed) ,
<cC / Aty (x,1)dl| €**9dQ + C (et * + [w:* + 717 + [g]*)e*** dQ
Q(e,0 Q(e,9)
< Cs™ / |Awy[*e**%dQ + C (e + [we* + 71 + 11*)e***dQ.
Q(e,9) Q(e,9)
Thus,
/ | Ay [e**#dQ < C/ (e + [we|* + 717 + 1g1%)e***dQ. (4.4)
Q(e,5) Q(e.5)

Combining (4.3) with (4.4), for sufficiently large s, we have
/ [s([@ul? + [ D@ + [DW[?) + (@] + [@.]*))e***dQ
Q(e,9)
<C /Q (17 +11*)e**2dQ + Ce“* || |32 () + Cs°e*** M. (4.5)
By the assumption (A.5), we know that
|det A(z,0)] = |R(x,0)(p1(x) — po(x))| >7r>0, x€ 0= Nw.

Therefore, there exists a positive constant C' such that
2
7% + 91> < Clwse (2, 0)] Z [@14t (2, 0)% + [Waee (2, 0)[?).

Recalling the cut-off function y given by (3.12), we have

/ (AI? +1@1%)e**¢®0dg < C X2z, 0) [y (z, 0) 2?5 @0 dg
2 ()

o ts(x)
_ / 9 / ()T, 1) 229D 4
o) 0t Jo

= - / [2xxe [0t |? + X205 + 25002 Wi |*]e®°9dQ.  (4.6)
Q(e.9)

We proceed to deal with the following integral:

/ XQEEEmeQS‘de.
Q(e,9)

@ Springer



2382 FU SONGREN . CHEN LIANGBIAO - ZHANG JI-FENG

Indeed, by the first equation in (4.2), we have

2-—T— 2
X Wy Wire”*?

t

= 2w} { — aWy + AW + bAW; — / k(t — ) Aw(z,1)dl + A (7, qA)T} e?5%
0

t

2
< Cx? [|mt|2 + |Aw|? + |7)? + |g]2 + k(t — 1) Aw(z,1)dl ]eQW + X WL Awe*7.

It is easy to check that

. — — 1 — S
wE Awe?s? = div(x2e®?w), Dwy) — §(X2|Dwt|2€2‘ )
+0xxe + 59X ) |Dw e — 2w} [x (Dx, Dwy) + sx* (D, Dw)]e®*?
1
S div(xQeQS‘pE};D@t) — §(X2|Dwt|2€28¢)t =+ C’s(|@tt|2 =+ |Dwt|2)e25“’,

where
(D(x or @), Dw;) = (D(x or ¢), Dwis) + (D(x or ), Dwagy) -

Notice that %(X2|Dmt|2e2w)|é5(r) =0, Dw(x,0) = 0 on 2(¢) and x%e***w}, = 0 on £ U Xy.
Then, we have

/ XQWEgmtttGQSwdQ
Q(e,9)
SCS/ ([ee|* + | Dwe|*)e**¢dQ + C/ (71 + [g1* + | Aw[*)e***dQ
Q(e,9) Q(e,9)
(4.7)
+ Cs’l/ | A, [2e**dQ
Q(e,9)
<O[s [ P+ pmPy+ [ (5P 4 1AG ) |0,
£, £,
With (4.5), (4.6) and (4.7), we derive that
/Q( )(W|2 + |Z]\12)6254p(r,0)dg < C/Q(WP + |g]~]2)6254p(r,t)dQ + CeCSHmH?{?(uT) + 0336468M0.
€
Notice that ¥ = ¢ =0 in £2\2(¢), and

T
LR gt = [ D ) / o2t

_f/ B2+l

2edo / (B2 + [2)dg < Ce*|[@| 2., + C5% Mo,
(9]

Then, we have

which implies that, there exists a sufficient large constant 5 > 0 such that

PN (|FlE2 () + [@l172(2) < Ce @320y + Ce™* Moy
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holds for all s > 5. We choose € > 0 small enough such that dy = dy—2 > 26, and C' = C'—2do+E.
Since ¢(x,0) > dy, we have

IAl172 () + 11@l1320) < Ce @205y + Ce|[W] |32y § > 5. (4.8)

Setting s = s + 5 and replacing C' by CeCo%, we have (4.8) holds for all s > 0. Therefore, by
minimizing the right-hand side of (4.8) with respect to s > 0, we can finally deduce that there
exists a positive constant C = C(£2, T, My, s) such that

171 Z2(2) + 1122 (2) < ClDIH2 )

where A € (0,1) is a constant. Thus, we complete the proof of Theorem 2.2.

5 Conclusion

This paper considers the inverse problem of simultaneously determining two space varying
parameters appearing in the MGT equation with memory terms. By establishing a key Carle-
man estimate of the MGT equation, the Holder stability of determining two parameters from
the knowledge of solutions to a small sub-domain near the boundary is obtained. It is natu-
ral and interesting to consider the stability in inverse problems of recovering the parameters
from the boundary measurements (e.g., see [21, 41] for wave equations). Also, the recovery
of time-dependent coefficients for the MGT equation (even for the nonlinear Jordan-Moore-

Gibson-Thompson equation) is worthy to be considered.
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Appendix Proof of Lemma 3.2
Let z = e*fv. Then,
e’? Lov = e*?Lg(e” *%2)
=zy—Az+s (SQO% + Ap — i — s|Dyp|? — ¢) 2 — 2812 + sz + 25Dz (@),
where 9 (z) € C?(£2) that will be given later. Let
21 =2y — Az + s (sgof + Ap — 4 — s|Dy|* — w) z

and

zo = —2spzt + 25Dz (), 23 = syz.

Then, we have
e2?(Lov)? > 2(2122 + 2123 + 2223) + 22 (A1)

We next estimate each term on the right-hand side of (A.1) by three steps.

Step 1 We firstly concentrate on estimating the term z;z9. Taking
a(z,t) = s(s¢} + Ap — g — 5| Dep* — ¥),
we have

2122 =(z10 — Az + az)(—2spi2e + 28Dz(p))
= — 5(pe22)s + sppe 2l + 28Dz (@) 2 — 25D 2(0) Az 4 25012 Az — s(praz?)s
+ 5(pra) 2% + 2saDz(p)z.

It is easy to see

28211 Dz(p) = 28(Dz(p)ze)r — 28(Dz())e 2t
= 25(Dz(p)2¢)s — 25Dz (1) 2 — sdiv(z2De) + s(Ap)22.

By the fact that

D (Dy,Dz)(z) = Dz (D, Dz)

= (Dp.Dy,Dz) + (Dp,Dz, Dy)
= D?*p(Dz,Dz) + D*2(Dy, Dz)
= D?*p(Dz,Dz) + D*2(Dz, Dy)
1
= D?¢(Dz,Dz) + 3 <Dg0, D|Dz|2> ,

we can obtain

2sDz(p)Az = 2sdiv(Dz(p)Dz) — 2sD (Dy, Dz) (z)
= s[div(2Dz(p)Dz — |Dz|*Dy) + |Dz|* Ap — D*p(Dz, Dz)).
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Moreover, we have

25012 Az + 25aDz(p)z = sdiv(az? D) — s (Da(p) + aAp) 22 + s@u | Dz|?
+ 2sdiv(py 2 Dz) — 2sDz(p1) 2zt — s(p¢|Dz|?);.

Therefore, it follows that

2122 = 8(pu + Ap)2f + s(pu — Ap)|Dz[* + s[(pia) — (Da(p) + adp)] 2°

— 48Dz(py)z + 2sD*p(Dz, Dz) + divU; + Vi,

where
Uy = 2s(¢r2t — Dz(p)) Dz + s(az? — 22 — |Dz|?) Dy
and
Vi = 5(2Dz(p)z — iz — praz® — o D2[?).
Step 2 We estimate the terms z;23 and z2z3. Directly calculating yields
2123 =(210 — Az + az)syz
1

=s <§z/1tt + azb) 2% — sz + 5| Dz|* + sDz ()2 + divUs + Vay,

where
Uy = —szDz, Vo= shzpz — §¢tz2.

Moreover, we have

2023 = 87 [(@e)r — Dp(1h) — b Ap) 2° + divUs + Vay,

where
Us = s*0z’Dyp, Vs = —s>puz°.

Let
E(x,t) = sp? + Ap — oy — s|DI|? — b = 4532 + 26 4+ AY — s|DI|* — .

Notice that

ct oy, 2¢2
b_QZt +Zl > —TZt,Zl
b

b
Then, it follows from (A.2)—(A.5) that
erw(Lov)Q > 2(2’122 + 2123 + Z2Z3)

> —(22)¢ + divU + Vi — 8sDz(¢1)2z + 25Dz(p)z

4
+ (% - Z—Q)ztz + W |Dz|? + W32 4+ 4sD?*p(Dz, Dz),

2 2 2
(22 + 2% + |Dz|?); + 2div<%ztDz> -2 <Dc—,ztDz> + %ftz?

(A.2)

(A.3)

(A4)

(A.5)

(A.6)
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where
2

2
Uy(2) = 2(Uy + Us + Us) + %ztDz
2

1
= 4s |}0tzt — Dz(p) + 2C_bszt + 51/}2} Dz +2s[(a+s¢)z® — 27 — |Dz]?] Dy, (A7)

~ 2
Vo(2) = 2(Vi + Vo + Vi) = (€% — [D=]?)

2
= 45Dz(p)z + 25022 — 250427 — (239075 + %) |Dz|? (A.8)

2
—s (2%@ + 1y + 28000 + %f) 22,
and
Uy (z,t) = 28(pee + Ap) — 281,
Uy(x,t) = 25(ppe — Ap) + 259,
(A.9)
Us(x,t) = 2s [(pra)s — Dp(a) — alp] + sty
2
+2sa1h + 252 (1)) — 252Dp(1)) — 282 Ap + %ft.

Step 3 We proceed to estimate the terms on the right-hand side of (A.6). By means of
(A.9), we have
Uy (z,t) = 2s(A9 — 28 — 1), Wa(x,t) =2s(¢p — AY — 20).
Directly calculating yields
a(z,t) = s* (4% — |DI?) + s(AY + 28 — ¥) = s* (4%t — | DY) + O(s),
—2sDy(a) = 2s* (D|DY|?, DY) + O(s*) = 45> D*J(DY, DY) + O(s?), (A.10)
25 [(pra); + ar) — alAyp] = —483%s%t? + 43s%| DI|* + 832 s3t%¢) — 25| D|?
— 8325312 AV + 253 | DY AV + O(s?)
and
sty + 252 (i) — 252 Dp(1h) — 252 Ap = O(s?). (A.11)
Thus, by (A.9), (A.10) and (A.11), taking ¢(x) = Ad(x) —  — 1, we obtain
Ws(z,t) = 253(36 + 1)| DY + 45> D*9(DY, DY) — 83%s3(75 + 1)t? + O(s?). (A.12)
Notice that )
25Dz ()2 < eo|Dz|* + §—0|D’Q/J|2Z2, go > 0.

Then, we conclude that, for sufficiently large s and sufficiently small &,
2

e (Lov)? >

C4 <0
(20)e + {23(1 -fB) - b—2] 22— 2s <3ﬂ +1+ %> |Dz|?
2 ~
+4sD?*9(Dz, Dz) + (gpg - z—|Dw|2>v2e289" + divU, + 0, V,.
0
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Recalling that
zt = (spv +v)e’?, Dz = (svDy + Dv)e®?,

we have

[ V)

2
- %(zf)t = —%[6259"(1)? — 4sBtvv; + 4522 t20%)]4,

222 > 2% (v? — 25%p?0?), 2|Dz|* > e**¢(|Dv|? — 25| DY|?v?).
At this moment,
2
Vo (v) = 4sDz(p)z + 2s0z2 + 4sBtz? + <4sﬂt - 3> |Dz|?
c? 4c?
+s {4&(@ + st) — iy — 35} 2%+ Tsﬂt(vvt — Btv?)e??
= ezs“"{4s (svDY + Dv, D) (—2sftv + v;) + 4sSt(vy — 2s6tv)
2 2
+ <4sﬂt - ?> |svDY + Dv|? + s {4ﬂt(a + sp) — ?f] v?
4 2
+ %sﬂt(vvt - ﬂth)}. (A.13)
Moreover, it follows from (A.7), (A.8) and (A.13) that
|(Uy, V)| < Cs(vi + | Dv|* + s%v?)e?s?.
Recalling that D?9(X, X) > 2|X|? for all X € M,, x € £2, we have
e2¢(Lov)? > osv?e®™? + (W — 853 321% — 6530 | DY) + O(s%))v2e?*?
+s (30 - ;—z) |Dv[?e?*? + divU,, + 0,V,,
where 0 =1 — 3 > 0. We are left to deal with the coefficient
W3 — 853 3%1% — 6530 | DV|?.
It is not difficult to check that

s (x,t) — 8536%t? — 6530 | DV|? > 4s*[(36 + 1)|DY|* — 28(78 + 2)t*] + O(s?)
> 85°[2(36 + 1)0 — B(73 + 2)8t*] + O(s?)
> 853(76 + 2)(9 — pt*) + O(s?)
> 8535(78 +2) + O(s?),

for (z,t) € Q(0,9) and 0 < 8 < M Thus, the proof of Lemma 3.2 is finished. |
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