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Abstract Traditional control does not pay much attention to information security problems in system identification enough, which are important in practical applications. This paper focuses on the security problem of input information in a class of system identification problems with noise and binary-valued observations, presents a cryptography based security protocol, and improves it in the range of allowed errors. During solving the identification problem, the improved security protocol can ensure that the input information is not leaked, and thus, can deal with passive attacks effectively. Besides, a quantitative relationship among the input information, the public key in encryption and the number of participants in the improved protocol is shown. Finally, the simulation results show that, the identification algorithm can still achieve the estimation accuracy by adding the improved security protocol. However, compared with the original identification algorithm, the time complexity of the algorithm with the improved security protocol increases.
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1 Introduction

Traditional information security mainly protects information and information systems from unauthorized access, use, destruction, modification, inspection, records, etc. In practice, private companies have accumulated a large number of information about their employees, customers, products, research, financial data, new product lines and other confidential information. If this kind of information is mastered by competitors, the loss of such security may result in economic losses, legal proceedings and even the bankruptcy of the enterprise. In addition, for individuals, information security has significant impact on their personal privacy. Therefore, security for
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1 Introduction

Traditional information security mainly protects information and information systems from unauthorized access, use, destruction, modification, inspection, records, etc. In practice, private companies have accumulated a large number of information about their employees, customers, products, research, financial data, new product lines and other confidential information. If this kind of information is mastered by competitors, the loss of such security may result in economic losses, legal proceedings and even the bankruptcy of the enterprise. In addition, for individuals, information security has significant impact on their personal privacy. Therefore, security for
protection of confidential information is not only a business requirement, but also a moral and legal requirement in many situations\cite{1, 3}.

The field of information security has experienced tremendous growth and evolution in recent years, see \cite{3}, \cite{4} and \cite{5}. It involves many special research fields, including: Security network, application software and database, safety test, evaluation of information systems, enterprise security planning and digital forensics technology, etc.

With the development of computer and network technology, most confidential information is collected and stored in computers, and transmitted to other terminals through communication networks. Therefore, the information security problem of computers and communication networks is particularly important. System control is now in the field of information technology, such as communications (see \cite[6, 7]). As a result, security problems of system control can be related to important information security problems. The control systems have many mature methods and techniques, however, the problem based on information security has not been fully investigated.

In the traditional control problems, operations of the controllers do not set security measures, and the corresponding observation information is also disclosed. In this case, attackers can easily steal, tamper with or add information, thereby affecting the normal operation of the system and resulting in loss. Therefore, it is very important to improve the security of control systems, so that it can deal with a certain degree of active or passive attacks. Actually, existing security work in control systems (see \cite[8, 9]) is mainly based on encoding/decoding algorithms, which is not enough to ensure the security to a certain extent.

In this paper, we start with a class of system identification problems with noise, based on binary-valued output information with multi-party cooperation. In fact, in identification with multi-party cooperation, the input information is likely to involve their privacy or confidences. For example, in commercial cooperation, it may be related to the sources of information, marketing strategy, customer information and other important information. And the corresponding output information is often related to the embodiment of the confidential information and feedback results. If the information is invested into identification protocols without security guarantee, although identification results is got, such as parameters, cooperative production process development coordinates, confidential information can easily be stolen by others in identification process, resulting in confidential input information leakage and a huge loss. Therefore, the security of identification protocols is particularly important in system identification problems.

In this paper, for simplicity, we assume that the attacker only uses passive attacks\cite{10} in the identification problem discussed, the attacker at most bought $n - 1$ participants $R_2, R_3, \cdots, R_n$, and $R_1$ is honest. Under these conditions, there is no secure protocol in the sense of information theory (see \cite[11]), and we can only design secure protocols in the sense of cryptography, that is, simply relying on communication encoding/decoding algorithms can not guarantee the security of protocols, so that encryption/decryption algorithms are needed and make sense. To this end, the following are discussed in the sense of cryptography.

The main contributions of this paper can be concluded as follows. First, according to the traditional identification algorithm, we propose a security protocol in the sense of cryptography.
based on a linear topology structure\cite{12}. Furthermore, we improve the security protocol in order to reduce its implementation complexity. To a certain extent, we improve security of the identification algorithm. Finally, we give the relationship among the public key, the input matrix and the number of parameters, and analyze the limitation of the security protocol.

The rest of this paper is organized as follows. Section 2 gives the formulation of the security problem in the system identification problem. Section 3 describes the treatment of encryption scheme and error. In Section 4, we design the security protocol. And we improve it in Section 5. Section 6 gives the main result of this paper and analyze the limitation of the security protocol. Related simulations are presented in Section 7. In Section 8, we conclude this paper and discuss further topics.

2 Problem Formulation

Assume that, there are \( n \) participants \( R_1, R_2, \ldots, R_n \) cooperate to solve the following identification problem:

\[
y(k) = \sum_{i=1}^{n} a_i u_i(k) + d(k),
\]

where \( a_1, a_2, \ldots, a_n \) are parameters to be estimated, and \( \{d(k)\}_{k=1}^{\infty} \) is a white noise sequence.

Input and output of Participant \( R_j \) (\( j = 1, 2, \ldots, n \)) satisfy

\[
y^j(k) = \sum_{i=1}^{n} a_i u^j_i + d(k).
\]

In order to introduce the security problem, we need the following assumption.

**Assumption 2.1** \( u^j_i \) (\( i = 1, 2, \ldots, n \)), the input information of Participant \( R_j \) (\( j = 1, 2, \ldots, n \)), are independent with time \( k \), that is, the input information is fixed.

So, the \( n \) participants \( R_1, R_2, \ldots, R_n \) need to cooperate to solve the identification problem. Furthermore, the solving process requires to ensure no leakage of their own input information.

In addition, the following assumption is also needed.

**Assumption 2.2** In this paper, in order to deal with specific conditions, the identification method based on binary values is adopted. For Participant \( R_j \) (\( j = 1, 2, \ldots, n \)), denote

\[
S^j(k) = I_{\{y^j(k) \leq C\}}, \quad \xi^j(k) = \frac{1}{k} \sum_{i=1}^{k} S^j(i),
\]

where \( C \) is a threshold.

Then, \( \{S^j(k)\}_{k=1}^{\infty} \) is a sequence of i.i.d. Bernoulli random variables, with success probability

\[
P\left\{ S^j(k) = 1 \right\} = P\left\{ y^j(k) \leq C \right\} = P\left\{ \sum_{i=1}^{n} a_i u^j_i + d(k) \leq C \right\} = P\left\{ d(k) \leq C - \sum_{i=1}^{n} a_i u^j_i \right\} = \Phi \left( C - \sum_{i=1}^{n} a_i u^j_i \right),
\]

(4)
where $\Phi$ is the standard normal distribution function. By Kolmogorov Strong Law of Large Numbers, we have
\[
\xi_j^j(k) = \frac{1}{k} \sum_{i=1}^{k} S^j(i) \xrightarrow{a.c.} \Phi \left( C - \sum_{i=1}^{n} a_i u^j_i \right), \quad k \to \infty. \tag{5}
\]
Therefore,
\[
C - \Phi^{-1} \left( \xi_j^j(k) \right) \xrightarrow{a.c.} \sum_{i=1}^{n} a_i u^j_i, \quad k \to \infty. \tag{6}
\]
Then, $n$ participants only need to jointly solve the following linear equations to get estimates of $a_1, a_2, \cdots, a_n$:
\[
\begin{align*}
\hat{a}_1(k) u^1_i + \cdots + \hat{a}_n(k) u^n_i &= C - \Phi^{-1} \left( \xi^1(k) \right), \\
\vdots & \quad \vdots \\
\hat{a}_1(k) u^1_n + \cdots + \hat{a}_n(k) u^n_n &= C - \Phi^{-1} \left( \xi^n(k) \right),
\end{align*}
\tag{7}
\]
where $a_i$’s estimate $\hat{a}_i(k) \xrightarrow{a.c.} a_i, i = 1, 2, \cdots, n$.

It can be seen that the original problem is transformed into a problem to jointly solve a set of linear equations with privacy protection, where the privacy refers to the participants’ respective equations, that is, $R_j$’s equation $\hat{a}_1(k) u^1_j + \cdots + \hat{a}_n(k) u^n_j = C - \Phi^{-1} \left( \xi^j(k) \right)$ is secret to other participants, $j = 1, 2, \cdots, n$. In this way, we can use the method of secure multi-party computation to solve the problem in the sense of cryptography.

3 Approximation Algorithm and Error Analysis

As mentioned earlier, only security protocols in the sense of cryptography can be designed in the situation of Section 2. So we need to use an encryption scheme on the integer ring and positive integer inputs. Since the range of $\Phi^{-1}$ is all real numbers, we need to replace irrational numbers by rational numbers approximately. The main idea is based on that any irrational number can be approximated by a sequence of rational numbers. The sequence of rational numbers can be constructed as follows.

For any irrational number $x$, given positive integer $s$, there is an integer $r_s$ satisfying
\[
\frac{r_s}{s} < x < \frac{r_s + 1}{s}. \tag{8}
\]
In fact, interval $(r_s/s, (r_s + 1)/s)$ covers $x$. Such coverage exists, because, when $r_s$ takes all integers, the union of all intervals like $[r_s/s, (r_s + 1)/s)$ can cover the whole real axis. As $s$ increases, the length of interval $(r_s/s, (r_s + 1)/s)$ becomes smaller and smaller. So,
\[
\frac{r_s}{s} \to x, \quad s \to \infty, \tag{9}
\]
and $\left\{ \frac{r_s}{s} \right\}_{s=1}^{\infty}$ is the sequence of rational numbers. That is, any given irrational number can be replaced by a rational number approximately, and the error can be made arbitrarily small.
Assume that the right side of $R_j$’s equation $C - \Phi^{-1}(\xi^j(k))$ can be replaced by rational number $r_{s^j}(k)/s^j(k), j = 1, 2, \ldots, n$. Then, (7) becomes

\[
\begin{cases}
\tilde{a}_1(k)u_1^1 + \cdots + \tilde{a}_n(k)u_n^1 = r_{s^1}(k)/s^1(k), \\
\vdots \\
\tilde{a}_1(k)u_1^n + \cdots + \tilde{a}_n(k)u_n^n = r_{s^n}(k)/s^n(k),
\end{cases}
\]  

(10)

that is,

\[
\begin{cases}
\tilde{a}_1(k)u_1^1s^1(k) + \cdots + \tilde{a}_n(k)u_n^1s^1(k) = r_{s^1}(k), \\
\vdots \\
\tilde{a}_1(k)u_1^n s^n(k) + \cdots + \tilde{a}_n(k)u_n^n s^n(k) = r_{s^n}(k).
\end{cases}
\]  

(11)

In this way, (11) is a set of linear equations with integral coefficients, and we use it to discuss instead of (7).

Rewrite (11) in matrix form

\[
\tilde{M}(k)\tilde{\theta}(k) = \tilde{b}(k),
\]

(12)

where

\[
\tilde{M}(k) = \begin{pmatrix}
 u_1^1s^1(k) & \cdots & u_1^n s^1(k) \\
 \vdots & \ddots & \vdots \\
 u_n^1 s^n(k) & \cdots & u_n^n s^n(k)
\end{pmatrix}, \quad \tilde{\theta}(k) = \begin{pmatrix}
 \tilde{a}_1(k) \\
 \vdots \\
 \tilde{a}_n(k)
\end{pmatrix}, \quad \tilde{b}(k) = \begin{pmatrix}
 r_{s^1}(k) \\
 \vdots \\
 r_{s^n}(k)
\end{pmatrix}.
\]

Similarly, rewrite (7) in matrix form $M\hat{\theta}(k) = b(k)$, where

\[
M = \begin{pmatrix}
 u_1^1 & \cdots & u_1^n \\
 \vdots & \ddots & \vdots \\
 u_n^1 & \cdots & u_n^n 
\end{pmatrix}, \quad b(k) = \begin{pmatrix}
 C - \Phi^{-1}(\xi^1(k)) \\
 \vdots \\
 C - \Phi^{-1}(\xi^n(k))
\end{pmatrix}.
\]  

(13)

Rewrite (10) as $M\hat{\theta}(k) = \bar{b}(k)$, where

\[
\bar{b}(k) = [r_{s^1}(k)/s^1(k), r_{s^2}(k)/s^2(k), \ldots, r_{s^n}(k)/s^n(k)]'.
\]

Denote $\delta^j(k) = [C - \Phi^{-1}(\xi^j(k))] - r_{s^j}(k)/s^j(k), j = 1, 2, \ldots, n, \delta(k) = [\delta^1(k), \delta^2(k), \ldots, \delta^n(k)]'$, and then, (7) satisfies

\[
M\hat{\theta}(k) = b(k) = \bar{b}(k) + \delta(k).
\]  

(14)

If $M$ is nondegenerate, the solution of (7) satisfies

\[
\hat{\theta}(k) = M^{-1}\bar{b}(k) + M^{-1}\delta(k).
\]  

(15)

Besides, $M^{-1}\bar{b}(k)$ is the solution of (10), so $M^{-1}\delta(k)$ is the error term, that is, the error of the two kind of estimations.
From the previous analysis,
\[
\delta_j^i(k) = \left[ C - \phi^{-1}(\xi_j^i(k)) \right] - r_{s_j^i(k)}(k) < \frac{1}{s_j^i(k)}, \quad j = 1, 2, \cdots, n.
\] (16)

For simplicity, take \( s_j^i(k) = k, j = 1, 2, \cdots, n \). Then,
\[
\delta_j^i(k) < \frac{1}{s_j^i(k)} = \frac{1}{k}, \quad j = 1, 2, \cdots, n.
\] (17)

So,
\[
\delta(k) = \begin{pmatrix}
\delta_1^i(k) \\
\vdots \\
\delta_n^i(k)
\end{pmatrix} < \frac{1}{k} \to 0, \quad k \to \infty,
\] (18)

where \( 1 = (1, 1, \cdots, 1)' \).

This shows that the estimates obtained by the solution of (11) converge to the same values as that of (7), that is, the estimates obtained by the solution of (11) converge to real values.

Convergence rate of the estimates obtained by the solution of (7) is \( O(1/k) \). \( \delta(k) \)'s convergence rate is higher than \( O(1/k) \), so, by (15), convergence rate of the estimates obtained by the solution of (11) is \( O(1/k) \). That is, the two kinds of estimations have the same convergence rate.

So, we can solve (11) by using secure multi-party computation method.

4 Security Protocol

In this section, we adopt a threshold Paillier cryptographic system\(^{[13]}\). Denote \( \mathbb{Z}_N = \{ m \in \mathbb{Z} | 0 \leq m < N \} \) is the plain text space, Paillier cryptographic system has the following homomorphic property (see [14]).

\[
E(m_1 + m_2) = E(m_1)E(m_2) \mod N^2,
\] (19)

where \( E \) is an encryption function, and \( m_1, m_2 \in \mathbb{Z}_N \). In order to make only \( n \) participants be able to jointly decrypt and any \( n - 1 \) (or less) participants be unable to, we need to add a threshold to this cryptographic system, namely \((n, n)\)-threshold. The specific key generation process is as follows.

Select primes \( p, q \), RSA module \( N = pq, p = (p - 1)/2, q = (q - 1)/2, \) and \( M = p_1q_1 \), satisfying \( p_1, q_1 \) are prime and \( N, M \) are coprime. Select \( d, e \) satisfying \( d \equiv 0 \mod M, de \equiv 1 \mod N \). Let \( g = (1 + N)^e \), and the public key is \((N, g)\), the private key is \( d \). Select \( d_1, d_2, \cdots, d_n \) satisfying \( d = d_1 + d_2 + \cdots + d_n \). Send \( d_1, d_2, \cdots, d_n \) to the participants \( R_1, R_2, \cdots, R_n \) as the private keys, respectively, to complete the private key distribution.

For \( \forall m \in \mathbb{Z}_N \), the encryption function is as follows.

\[
E(m) = g^m \mod N^2.
\] (20)
Denote \( e = E(m) \) is the cipher text. The corresponding decryption process requires participant \( R_i \) to use his own private key to calculate \( c_i = e^{d_i} \mod N^2 \), and then all participants joint to decrypt. The decryption function is

\[
m = D(c) = \frac{\prod_{i=1}^{n} c_i \mod N^2 - 1}{N} \mod N.
\]

(21)

At time \( k \), the participants perform the following secure multi-party computation protocol.

**Step 1** Encrypt the coefficients of the equations in (11), and get the following encrypted matrices.

\[
E \left( \tilde{M}(k) \right) = \begin{pmatrix}
E(u_1^1 s^1(k)) & \cdots & E(u_n^1 s^1(k)) \\
\vdots & \ddots & \vdots \\
E(u_1^n s^n(k)) & \cdots & E(u_n^n s^n(k))
\end{pmatrix},
E \left( \tilde{b}(k) \right) = \begin{pmatrix}
E(r_1^1(k)) \\
\vdots \\
E(r_n^n(k))
\end{pmatrix}.
\]

**Step 2** Participant \( R_i \) select \( n \)-order matrices \( U_i, V_i \in \mathbb{Z}_N^{n \times n} \) secretly, \( i = 1, 2, \cdots, n \). Pass the encrypted coefficient matrices in Step 1 in turn to the \( n \) participants, and each participant operates them, respectively, as shown in the following figure.

![Cipher text transfer process](Image)

Where \( U = U_n U_{n-1} \cdots U_1, V = V_1 V_2 \cdots V_n \), and the operation “*” is defined as follows.

\[
A = [a_{ij}]_{m_1 \times m_2}, \quad E(B) = [E(b_{ij})]_{m_2 \times m_3}, \quad A \ast E(B) = \left[ \prod_{l=1}^{m_2} E(b_{ij})^{a_{il}} \right]_{m_1 \times m_3},
\]

\[
E(B) = [E(b_{ij})]_{m_1 \times m_2}, \quad A = [a_{ij}]_{m_2 \times m_3}, \quad E(B) \ast A = \left[ \prod_{l=1}^{m_2} E(b_{ij})^{a_{il}} \right]_{m_1 \times m_3}.
\]

(22)

By (19), the output on the right side in the figure can be obtained.

**Step 3** The \( n \) participants joint to decrypt the cipher text \( E \left( U \tilde{M}(k)V \right), E \left( U \tilde{b}(k) \right) \).

Here, we require that \( N \) is big enough so that \( U \tilde{M}(k)V \in \mathbb{Z}_N^{n \times n}, U \tilde{b}(k) \in \mathbb{Z}_N^{n} \). Then, by decryption, \( U \tilde{M}(k)V, U \tilde{b}(k) \) is obtained.

**Step 4** Solve equation \( U \tilde{M}(k)V \tilde{\vartheta}(k) = U \tilde{b}(k) \). It can be seen that \( V \tilde{\vartheta}(k) = \tilde{\vartheta}(k) \), so, by the following procedure, \( \tilde{\vartheta}(k) \) can be given.
Finally, the participant $R_1$ can make the result $\hat{\theta}(k)$ public.

5 Protocol Improvement

In Step 3 of the protocol in the above section, we require the public key $N$ of the encryption algorithm to satisfy $U\bar{M}(k)V \in \mathbb{Z}_N^{n \times n}$, $U\bar{b}(k) \in \mathbb{Z}_N^n$. This leads to that, as $k$ increases, $N$ will be very large beyond the actual computing ability of computers, and a lot of limitations in practical applications. To this end, we need to weaken the impact of $k$ on the execution of the protocol.

Under the premise of allowed estimation error, let $s^j(k) = s_0, \forall j,k$, satisfying $1/s_0 < \varepsilon$ (allowed estimation error). By (17) and (18), the estimation error is within the allowed range. Correspondingly, there is a similar protocol.

In fact, the protocol’s implementation complexity is positively related to $n$, and the actual implementation process is cumbersome. In order to reduce the implementation complexity of the protocol, we improve the protocol as follows. Take $n = 2$ in the original cryptographic system, and, under the premise of the participant $R_1$’s honesty, let other participants to execute the protocol with $R_1$ separately, that is, each protocol execution process has only two participants. Then, the intersection of solution spaces of each execution result is just $\hat{\theta}(k)$. In this way, we need to execute the protocol $n-1$ times, which can be processed in parallel. So, the implementation complexity of the protocol is reduced greatly. In fact, the cipher text transfer in Step 2 of the improved protocol can be described as the following figure.

Similarly, the plain text transfer in Step 4 can be described as follows.
6 Main Result

For the improved protocol in Section 5, the public key $N$ must satisfy the following condition.

**Theorem 6.1** In practice, the improved security protocol requires that the public key $N$, the input matrix $M$ and the number of participants $n$ must meet the following relationship:

$$N > 4n^2u_m^5,$$  \hspace{1cm} (23)

where $u_m$ is the maximum element of $M$.

**Proof** Generally speaking, in the improved protocol, for every two participants $R_1, R_i$, $i = 2, 3, \cdots, n$, the protocol’s requirement

$$UM_{1, i}(k)V \in \mathbb{Z}_N^{2 \times n}, \quad UB_{1, i}(k) \in \mathbb{Z}_N^2$$  \hspace{1cm} (24)

can be met by $UM_{1, i}V \in \mathbb{Z}_N^{2 \times n}$, where $\tilde{M}_{1, i}(k)$ is the matrix consisting of the 1st and the $i$-th rows of $\tilde{M}(k)$, $\tilde{b}_{1, i}(k)$ is the vector consisting of the 1st and the $i$-th elements of $\tilde{b}(k)$, $M_{1, i}$ is the matrix consisting of the 1st and the $i$-th rows of $M$, $U = U_iU_1$ and $V = V_1V_i$. This can be guaranteed in practical applications. In detail, error requirements generally make

$$UM_{1, i}V \in \mathbb{Z}_N^{2 \times n} \Rightarrow UB_{1, i}(k) \in \mathbb{Z}_N^2,$$  \hspace{1cm} (25)

and $U\tilde{M}_{1, i}(k)V \in \mathbb{Z}_N^{2 \times n}$ can be replaced by $UM_{1, i}V \in \mathbb{Z}_N^{2 \times n}$ in the algorithm design.

In addition, with security guarantee, participants can select $U_i, V_j$ with all elements smaller than $u_m$. Therefore, according to $UM_{1, i}V \in \mathbb{Z}_N^{2 \times n}$ and the number of participants in the improved protocol, by property of matrix multiplication and relation of dimension, we can get

$$\{((u_m^2 \cdot 2) \cdot u_m \cdot 2) \cdot (u_m \cdot n)\} \cdot n < N,$$  \hspace{1cm} (26)

which leads to (23). The proof is completed.

Further, we can give the constraint between the identification input and the number of parameters as follows.

© Springer
Corollary 6.2  Traditional computing ability of 64-bit computers restricts that, in this protocol, the number of participants $n$ (the number of parameters to be estimated in the identification problem) and the maximum element of the input matrix $u_m$ must satisfy

$$n^2u_m^5 < 2^{14}. \quad (27)$$

Proof  In the encryption process, by (20), there are computations of $N^2 \times N^2 = N^4$ order of magnitude in the algorithm. Traditional computing ability of 64-bit computers is less than $2^{64}$, so, by Theorem 6.1,

$$(4n^2u_m^5)^4 < N^4 < 2^{64} \Rightarrow n^2u_m^5 < 2^{14}. \quad (28)$$

The proof is completed.

7 Simulation

For System (1), parameters of the algorithm with the improved security protocol take values as follows.

$$n = 2, \quad s_0 = 100, \quad T = 2000, \quad \theta = \begin{pmatrix} 0.2 \\ 0.1 \end{pmatrix}, \quad M = \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}, \quad C = 0.4, \quad (29)$$

where $T$ is the algorithm time.

For comparison, we simulate the original algorithm without the security protocol with the same parameters, and get the following result.

(a) The algorithm with the improved protocol  \hspace{1cm} (b) The original algorithm

Figure 5  Result of the two algorithms with $u_m = 2$

Time used by the algorithm with the improved protocol is
It can be seen that time is about 6.71 seconds.

Time used by the original algorithm is

It can be seen that time is about 5.97 seconds. By comparison, time complexity of the algorithm becomes larger by the introduction of the encryption protocol.

In the simulation, the maximum element of the input matrix $u_m = 2$. By Corollary 6.2, the protocol can deal with the identification problems with at most 22 participants and 22 parameters.

To show the increase of time complexity of the algorithm due to the introduction of the encryption protocol more clearly, we take different sets of parameters and get more simulation...
results as follows.

Take
\[ \theta = \begin{pmatrix} 0.3 \\ 0.1 \end{pmatrix}, \quad M = \begin{pmatrix} 3 & 1 \\ 1 & 2 \end{pmatrix}, \quad C = 0.7, \]

and let other parameters remain unchanged.

![Graphs](image)

(a) The algorithm with the improved protocol (b) The original algorithm

**Figure 8** Result of the two algorithms with \( u_m = 3 \)

Corresponding time used by the algorithm with the improved protocol is

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time</th>
<th>Total Time Plot</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
<td>1</td>
<td>10.635 s</td>
<td>0.035 s</td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>1</td>
<td>10.471 s</td>
<td>3.067 s</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>1998</td>
<td>2.354 s</td>
<td>2.354 s</td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>1998</td>
<td>1.610 s</td>
<td>1.610 s</td>
<td></td>
</tr>
<tr>
<td>newplot</td>
<td>1997</td>
<td>1.421 s</td>
<td>0.667 s</td>
<td></td>
</tr>
<tr>
<td>hold</td>
<td>1997</td>
<td>1.166 s</td>
<td>0.939 s</td>
<td></td>
</tr>
<tr>
<td>ishold</td>
<td>1997</td>
<td>0.463 s</td>
<td>0.463 s</td>
<td></td>
</tr>
<tr>
<td>gobjects</td>
<td>3994</td>
<td>0.383 s</td>
<td>0.383 s</td>
<td></td>
</tr>
<tr>
<td>Equation</td>
<td>1997</td>
<td>0.325 s</td>
<td>0.105 s</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 9** Time spent by functions in the algorithm with the improved protocol

For the original algorithm, we have
<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time*</th>
<th>Total Time Plot (dark band = self time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
<td>1</td>
<td>6.589 s</td>
<td>0.012 s</td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>1</td>
<td>6.576 s</td>
<td>3.113 s</td>
<td></td>
</tr>
<tr>
<td>newplot</td>
<td>1997</td>
<td>1.496 s</td>
<td>0.746 s</td>
<td></td>
</tr>
<tr>
<td>hold</td>
<td>1997</td>
<td>1.176 s</td>
<td>0.953 s</td>
<td></td>
</tr>
<tr>
<td>ishold</td>
<td>1997</td>
<td>0.462 s</td>
<td>0.462 s</td>
<td></td>
</tr>
<tr>
<td>gobjects</td>
<td>3994</td>
<td>0.380 s</td>
<td>0.380 s</td>
<td></td>
</tr>
<tr>
<td>Equation</td>
<td>1997</td>
<td>0.329 s</td>
<td>0.113 s</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 10** Time spent by functions in the original algorithm

Take

$$\theta = \begin{pmatrix} 0.4 \\ 0.1 \end{pmatrix}, \quad M = \begin{pmatrix} 4 & 1 \\ 1 & 2 \end{pmatrix}, \quad C = 1.1,$$

and let other parameters remain unchanged.

(a) The algorithm with the improved protocol

(b) The original algorithm

**Figure 11** Result of the two algorithms with $u_m = 4$

Corresponding time used by the algorithm with the improved protocol is
<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time</th>
<th>Total Time Plot (dark band = self time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
<td>1</td>
<td>20.236 s</td>
<td>0.003 s</td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>1</td>
<td>20.188 s</td>
<td>3.090 s</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>1998</td>
<td>8.207 s</td>
<td>8.207 s</td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>1998</td>
<td>5.472 s</td>
<td>5.472 s</td>
<td></td>
</tr>
<tr>
<td>newplot</td>
<td>1997</td>
<td>1.380 s</td>
<td>0.615 s</td>
<td></td>
</tr>
<tr>
<td>hold</td>
<td>1997</td>
<td>1.173 s</td>
<td>0.940 s</td>
<td></td>
</tr>
<tr>
<td>ishold</td>
<td>1997</td>
<td>0.473 s</td>
<td>0.473 s</td>
<td></td>
</tr>
<tr>
<td>gobjects</td>
<td>3994</td>
<td>0.391 s</td>
<td>0.391 s</td>
<td></td>
</tr>
<tr>
<td>Equation</td>
<td>1997</td>
<td>0.321 s</td>
<td>0.100 s</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 12** Time spent by functions in the algorithm with the improved protocol

For the original algorithm, we have

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time</th>
<th>Total Time Plot (dark band = self time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
<td>1</td>
<td>6.248 s</td>
<td>0.002 s</td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>1</td>
<td>6.246 s</td>
<td>2.906 s</td>
<td></td>
</tr>
<tr>
<td>newplot</td>
<td>1997</td>
<td>1.405 s</td>
<td>0.680 s</td>
<td></td>
</tr>
<tr>
<td>hold</td>
<td>1997</td>
<td>1.173 s</td>
<td>0.948 s</td>
<td></td>
</tr>
<tr>
<td>ishold</td>
<td>1997</td>
<td>0.467 s</td>
<td>0.467 s</td>
<td></td>
</tr>
<tr>
<td>gobjects</td>
<td>3994</td>
<td>0.380 s</td>
<td>0.380 s</td>
<td></td>
</tr>
<tr>
<td>Equation</td>
<td>1997</td>
<td>0.295 s</td>
<td>0.090 s</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 13** Time spent by functions in the original algorithm

Take

$$\theta = \begin{pmatrix} 0.5 \\ 0.1 \end{pmatrix}, \quad M = \begin{pmatrix} 5 & 1 \\ 1 & 2 \end{pmatrix}, \quad C = 1.6,$$

and let other parameters remain unchanged.
Corresponding time used by the algorithm with the improved protocol is

<table>
<thead>
<tr>
<th>Function Name</th>
<th>Calls</th>
<th>Total Time</th>
<th>Self Time*</th>
<th>Total Time Plot (dark band = self time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
<td>1</td>
<td>62.350 s</td>
<td>0.053 s</td>
<td></td>
</tr>
<tr>
<td>Estimation</td>
<td>1</td>
<td>62.161 s</td>
<td>3.468 s</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>1998</td>
<td>28.444 s</td>
<td>28.444 s</td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>1998</td>
<td>26.626 s</td>
<td>26.626 s</td>
<td></td>
</tr>
<tr>
<td>newplot</td>
<td>1997</td>
<td>1.504 s</td>
<td>0.683 s</td>
<td></td>
</tr>
<tr>
<td>hold</td>
<td>1997</td>
<td>1.183 s</td>
<td>0.950 s</td>
<td></td>
</tr>
<tr>
<td>ishold</td>
<td>1997</td>
<td>0.488 s</td>
<td>0.488 s</td>
<td></td>
</tr>
<tr>
<td>gobjects</td>
<td>3994</td>
<td>0.410 s</td>
<td>0.410 s</td>
<td></td>
</tr>
<tr>
<td>Equation</td>
<td>1997</td>
<td>0.357 s</td>
<td>0.115 s</td>
<td></td>
</tr>
</tbody>
</table>

Figure 15 Time spent by functions in the algorithm with the improved protocol

For the original algorithm, we have
However, when we take
\[
\theta = \begin{pmatrix} 0.6 \\ 0.1 \end{pmatrix}, \quad M = \begin{pmatrix} 6 & 1 \\ 1 & 2 \end{pmatrix}, \quad C = 2.2,
\]
and let other parameters remain unchanged, we find the algorithm with the improved security protocol failed.
Table 1  Simulation results

<table>
<thead>
<tr>
<th>Set of parameters</th>
<th>Time spent by the algorithm with the improved protocol</th>
<th>Time spent by the original algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta = (0.2 , 0.1), , M = (7 , 1), , C = 0.4$</td>
<td>6.71</td>
<td>5.97</td>
</tr>
<tr>
<td>$\theta = (0.3 , 0.1), , M = (3 , 1), , C = 0.7$</td>
<td>10.64</td>
<td>6.59</td>
</tr>
<tr>
<td>$\theta = (0.4 , 0.1), , M = (4 , 1), , C = 1.1$</td>
<td>20.24</td>
<td>6.25</td>
</tr>
<tr>
<td>$\theta = (0.5 , 0.1), , M = (5 , 1), , C = 1.6$</td>
<td>62.35</td>
<td>6.27</td>
</tr>
</tbody>
</table>

From the above table, we can see that, as $u_m$ increases, the algorithm with the improved security protocol costs more and more time, but the time spent by the original algorithm remains stable. In addition, as $u_m$ increases, the difference between the time cost by the two algorithm becomes larger and larger.

8 Summary and Prospect

This paper proposes a security protocol in the sense of cryptography based on the traditional identification algorithm. We improve the security protocol to reduce its implementation complexity. Besides, the relationship among the public key, the input matrix and the number of parameters is given, and the limitation and the simulation results are analysed.

In the problem of this paper, the protocol based on star topology has obvious advantages than linear topology case. Actually, from Figures 1 and 3, the improved protocol essentially changes the linear topology structure in the original protocol to star type. So, we can study topology structures of multi-agent (participant) network for further study of the problem in this paper and it is expected to reduce the limitation of the protocol (Figure 21 and Corollary 6.2). In addition, the protocol in this paper is based on solving linear equations, which is not necessarily applicable to other types of identification problems. This may lead to further study. In other fields of control theory, there are still many problems involved in security, which are of great significance and need to be solved.
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