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Boolean Gossip Networks
Bo Li, Junfeng Wu, Hongsheng Qi, Member, IEEE, Alexandre Proutiere, and Guodong Shi , Member, IEEE

Abstract— This paper proposes and investigates a Boolean
gossip model as a simplified but non-trivial probabilistic Boolean
network. With positive node interactions, in view of standard the-
ories from Markov chains, we prove that the node states asymp-
totically converge to an agreement at a binary random variable,
whose distribution is characterized for large-scale networks by
mean-field approximation. Using combinatorial analysis, we also
successfully count the number of communication classes of the
positive Boolean network explicitly in terms of the topology of the
underlying interaction graph, where remarkably minor variation
in local structures can drastically change the number of network
communication classes. With general Boolean interaction rules,
emergence of absorbing network Boolean dynamics is shown to
be determined by the network structure with necessary and
sufficient conditions established regarding when the Boolean
gossip process defines absorbing Markov chains. Particularly,
it is shown that for the majority of the Boolean interaction
rules, except for nine out of the total 216 − 1 possible nonempty
sets of binary Boolean functions, whether the induced chain is
absorbing has nothing to do with the topology of the underlying
interaction graph, as long as connectivity is assumed. These
results illustrate the possibilities of relating dynamical properties
of Boolean networks to graphical properties of the underlying
interactions.

Index Terms— Boolean networks, gossiping process, Markov
chains, communication classes.

I. INTRODUCTION

A. Background

AVARIETY of random network dynamics with nodes
taking logical values arises from biological, social, engi-

neering, and artificial intelligence systems [1]–[4]. In the
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1960s, Kauffman introduced random Boolean iteration rules
over a network [1] to describe proto-organisms as randomly
aggregated nets of chemical reactions where the underlying
genes serve as a binary (ON-OFF) device. Inspired by neuron
systems, the so-called Hopfield networks [2] provided a way
of realizing collective computation intelligence, where nodes
having binary values behave as artificial neurons by a weighted
majority voting via random or deterministic updating. Rumors
spreading over a social network [3] and virus scattering over a
computer network [4] can be modeled as epidemic processes
with binary nodes states indicating whether a peer has received
a rumor, or whether a computer has been infected by a type
of virus.

Boolean dynamical networks, consisting of a finite set of
nodes and a set of deterministic or random Boolean inter-
action rules among the nodes, are natural and primary tools
for the modeling of the above node dynamics with logical
values. The study of Boolean networks received considerable
attention for aspects ranging from steady-state behaviors and
input-output relations to limit cycle attractors and model
reduction, e.g., [5]–[15]. It has been well understood that
deterministic Boolean rules are essentially linear in the state
space [5], [10], while probabilistic Boolean networks are
merely standard Markov chains [6], [11]–[15]. There how-
ever exist fundamental challenges in establishing explicit and
precise theoretical results due to computation complexity
barriers [16] and the lack of analytical tools.

In this paper, we propose and study a randomized Boolean
gossip process, where Boolean nodes pairwise meet over an
underlying graph in a random manner at each time step, and
then the two interacting nodes update their states by random
logical rules in a prescribed set of Boolean operations.

B. The Model

We consider n nodes indexed by the set V = {1, . . . , n}.
The underlying interaction structure of the network is modeled
by an undirected graph G = (V, E), where E is the edge
set with each entry being an unordered pair of two distinct
nodes in V. The set Ni = {j : {i, j} ∈ E} represents the
neighbourhood of node i. Throughout our paper we assume
that the graph G = (V, E) is connected.

Time is slotted at t = 0, 1, . . .. Node interactions follow a
random gossip process [17], where independently at each time
t ≥ 0, a pair of nodes i and j with {i, j} ∈ E is randomly
selected over the graph. Each node i holds a binary value from
the set {0, 1} at each time t, denoted xi(t). Note that, there are
a total of 16 Boolean functions with two arguments mapping
from {0, 1}2 to {0, 1}. Using hexadecimal numbers, we index
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Fig. 1. The 16 Binary operators mapping from {0, 1}2 to {0, 1}. Each diagram visualizes a Boolean mapping: the first column represents values of the first
argument (in black); the second column represents values of the second argument (in red); the third column (in blue) represents the outcome of the operation
following the direction of the same type of lines. For example, the first diagram reads as 0 �0 0 = 0, 0 �0 1 = 0, 1 �0 0 = 0, 1 �0 1 = 0.

these functions in the set (see Fig. 1)

H := {�0, . . . ,�9,�A, . . . ,�F},
where1 each �k specifies a binary Boolean function in the
way that a �k b is the value of the function with argu-
ments (a, b). Let C �= ∅ be a subset of H specifying
potential node interaction rules along the edges. Let q :=
|C| be the cardinality of the set C. We index the elements
in C by

�C1 , . . . ,�Cq .

Suppose the node pair {i, j} is selected at time t. Introduce
pkl > 0 for 1 ≤ k, l ≤ q, satisfying

∑

k,l

pkl = 1. At time t,

nodes i and j jointly choose (�Ck
,�Cl

) ∈ C × C with
probability pkl. Under such a choice, the evolution of xm(t)
is determined by

⎧
⎪⎨

⎪⎩

xi(t + 1) = xi(t) �Ck
xj(t),

xj(t + 1) = xj(t) �Cl
xi(t),

xm(t + 1) = xm(t), m /∈ {i, j}.
(1)

C. Induced Markov Chain

Let Xt = (x1(t), . . . , xn(t)), t = 0, 1, . . . be the random
process driven by the gossip algorithm and the Boolean
rules (1). This random process Xt, t ≥ 0 defines a 2n-state
Markov chain MG(C) = (Sn, P ), where

Sn =
{
[s1 . . . sn] : si ∈ {0, 1}, i ∈ V

}

1These Boolean functions have their respective names, for which we refer
to [30].

is the state space, and P is the state transition matrix. Then
the state transition matrix P is given by

P =
[
P[s1...sn][q1...qn]

] ∈ R
2n×2n

with its rows and columns indexed by the elements in Sn, i.e.,

P[s1...sn][q1...qn] := P

(
Xt+1 = [q1 . . . qn]

∣
∣
∣Xt = [s1 . . . sn]

)
.

D. Related Work

The proposed randomized Boolean gossip model appar-
ently cover the classical gossip process [17]–[20] as a
special case. The process (1) is also a special case of the
probabilistic Boolean network model [7], [8], where random
Boolean interactions are posed pairwise. Therefore conceptu-
ally the model (1) under consideration can certainly be placed
into the studies of general probabilistic Boolean networks,
e.g., [9], [12], [13]. Since the node interaction rules can be an
arbitrary set of Boolean functions, this Boolean gossip model
is a useful approximation or generalization to existing charac-
terizations to gene regulation [1], social opinion evolution [3],
and virus spreading [4].

Gene Regulation: The evolution of gene expressions can
be naturally described as a dynamical system where the
two quantized levels, ON and OFF, are represented by logic
states 1 and 0, respectively. Each gene normally would only
interact with a small number of neighbouring genes.2 There-
fore, the proposed Boolean gossip network model at least
serves as a good approximation for gene regulator networks,

2Such number is two or three in Kauffman’s original proposal [1].
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where a pair of genes interact at any given time and the
Boolean function rules C describe random outcomes of the
interactions.

Social Voting: Social peers hold binary opinions for certain
political or economical issues, where 1 represents a supportive
opinion and 0 represents a non-supportive one. Peers meet
with each other in pairs randomly and exchange their opinions.
The two peers independently decide their opinions after the
meeting; the Boolean function rules C describe how they might
revise their opinions.

Virus Spreading: Virus spreading across a computer net-
work can be modeled as a Boolean network, where 0 and
1 represent infected and healthy computers, respectively [4].
The proposed Boolean gossip process may characterize more
possibilities for two computers during an interaction: two com-
puters, infected or not, are both infected (�1); two computers,
infected or not, are both cured (�F ), etc.

The graphical nature of the model (1) makes it possible to go
beyond these existing work [9], [12], [13] for more direct and
explicit results. Additionally, majority Boolean dynamics [27]
and asynchronous broadcast gossiping [28] are related to the
model (1) in the way that they describe Boolean interactions
between one node and all its neighbors at a given time
instant, in contrast to the gossip interaction rule which happens
between one node and one of its selected neighbors.

E. Contributions and Paper Organization

The proposed random Boolean gossip model is fully deter-
mined by the underlying graph G and the Boolean interaction
set C. Classical (deterministic or probabilistic) Boolean net-
works also have graphical characterization [7] where a link
appears if the state of the end nodes depend on each other in
the Boolean updating rules. To the best of our knowledge, few
results have been obtained regarding how the structure of the
interaction graph influences detailed network state evolution
in the study of Boolean networks.

First of all, we study a special network where the Boolean
interaction rules in the set C do not involve the negation,
which is termed positive Boolean networks. Using standard
theories from Markov chains, we show that the network
nodes asymptotically converge to a consensus represented
by a binary random variable, whose distribution is studied
for large-scale networks in light of mean-field approximation
methods. Moreover, by combinatorial analysis the number of
communication classes of positive Boolean networks is fully
characterized with respect to the structure of the underlying
interaction graph G, where surprisingly local cyclic structures
can drastically change the number of communication classes
of the entire network.

Next, we move to general Boolean interaction rules and
study the relation between emergence of absorbing network
Boolean dynamics and the network structure. Necessary and
sufficient conditions are provided for the induced Markov
process MG(C) to be an absorbing chain. Interestingly, for the
majority of the Boolean interaction rules, except for nine of the
216 − 1 possible nonempty sets of binary Boolean functions,
whether the induced chain is absorbing does not rely on the

network topology as long as the underlying graph is connected;
for the remaining nine sets of binary Boolean functions,
absorbing property of the induced chain is fully determined
by whether the underlying graph G contains an odd cycle.

The remainder of this paper is organized follows. Section II
investigates positive Boolean dynamics in terms of steady-state
distribution and communication classes. Section III further
studies general Boolean dynamics with a focus on how the
interaction graph determines absorbing Markov chains along
the random Boolean dynamics. Finally Section IV concludes
the paper with a few remarks. A notation table is provided
in the Appendix B.

II. POSITIVE BOOLEAN GOSSIPING

In this section, we consider a special case where the
Boolean interaction rules in the set C do not involve the
negation ¬. Note that conventionally “∧” represents Boolean
“AND” operation, while “∨” represents Boolean “OR” oper-
ation. We term such types of Boolean interaction as positive
Boolean dynamics, and define

Cpst = {∨,∧}
as the set of positive Boolean functions. Let us denote
�C1 = ∨ and �C2 = ∧.

A. State Convergence

Recall that a state in a Markov chain is called absorbing if it
is impossible to leave this state [26]. A Markov chain is called
absorbing if it contains at least one absorbing state and it is
possible to go from any state to at least one absorbing state
in a finite number of steps. In an absorbing Markov chain,
the non-absorbing states are called transient.

It is not hard to find that the Markov chain MG(Cpst) is
an absorbing chain with [0 . . . 0] and [1 . . . 1] being the two
absorbing states. Let Ik denote the k-by-k identity matrix for
any integer k. The state transition matrix P therefore will have
the form

P =
[

I2 0
R Q

]

,

where the I2 block corresponds to the two absorbing states
[0 . . . 0] and [1 . . . 1], R is a (2n − 2) × 2 matrix describing
transition from the 2n−2 transient states to the two absorbing
states, and Q is a (2n − 2)× (2n − 2) matrix describing the
transition between the transient states.

Note that following the definition of P , the rows of the
matrix (I2n−2 − Q)−1R are indexed by the entries in Sn \
{[0 . . .0], [1 . . . 1]}, and the columns are indexed by [0 . . . 0]
and [1 . . . 1]. Let

[
(I2n−2−Q)−1R

]
X0[1...1]

be the X0-[1 . . .1]
entry of the matrix (I2n−2 − Q)−1R. We can conclude the
following result from standard theories for absorbing Markov
chains (see [26, Th. 11.6, p. 420]).

Proposition 1: Let X0 = X(0) ∈ Sn \ {[0 . . . 0], [1 . . .1]}.
There exists a Bernoulli random variable x∗ such that

P
(

lim
t→∞ xi(t) = x∗, for all i ∈ V

)
= 1.
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Fig. 2. A four-node cycle graph.

The limit x∗ satisfies

E{x∗} =
[
(I2n−2 − Q)−1R

]
X0[1...1]

.

B. Communication Classes

We continue to investigate the communication classes of
MG(Cpst). Recall that a state [s1 . . . sn] is said to be acces-
sible from state [q1 . . . qn] if there is a nonnegative integer t
such that P

(
Xt = [s1 . . . sn]

∣
∣ X0 = [q1 . . . qn]

)
> 0. It is

termed that [s1 . . . sn] communicates with state [q1 . . . qn] if
[s1 . . . sn] and [q1 . . . qn] are accessible from each other [26].
This communication relationship forms an equivalence relation
among the states in Sn. The equivalence classes of this relation
are called communication classes of the chain MG(Cpst). The
number of communication classes of MG(Cpst) is denoted as
χ

Cpst
(G). The following theorem provides a full characteriza-

tion to χ
Cpst

(G).
Theorem 1: There hold

(i) χ
Cpst

(G) = 2n, if G is a line graph;
(ii) χ

Cpst
(G) = m+3, if G is a cycle graph with n = 2m;

χ
Cpst

(G) = m + 2, if G is a cycle graph with
n = 2m + 1;

(iii) χ
Cpst

(G) = 5, if G is neither a line nor a cycle, and
contains no odd cycle;

(iv) χ
Cpst

(G) = 3, if G is not a cycle graph but contains an
odd cycle.

Established by constructive proofs that can overcome the
fundamental computational obstacle in analyzing large-scale
Boolean networks, Theorem 1 reveals how local structures can
drastically change the number of communication classes as a
global property of networks. The detailed proof of Theorem 1
has been put in the Appendix. Below we present a few
examples illustrating the statements of Theorem 1.

Example 1: Let the underlying graph G be the four-node
cycle graph as displayed in Figure 2. With the positive
Boolean rules Cpst, the state transition map of the induced
Markov chain is illustrated in Figure 3. Clearly the chain has
5 communication classes, consistent with Theorem 1.

Example 2: Let the underlying graph G be the four-node
graph containing a three-node cycle subgraph as displayed
in Figure 4. With the positive Boolean rules Cpst, the state
transition map of the induced Markov chain is illustrated
in Figure 5. In this case the chain has 3 communication
classes, again verifying Theorem 1.

Fig. 3. Full state transitions of the induced Markov chain by the positive
Boolean gossip process Cpst = {∨,∧} over the four-node cycle graph as
shown in Figure 2. States within the same communication class are marked
with the same color.

Fig. 4. A four-node graph consisting of a three-node cycle subgraph.

Fig. 5. Full state transitions of the induced Markov chain by the positive
Boolean gossip process Cpst = {∨,∧} over the four-node graph as shown
in Figure 4. States within the same communication class are marked with the
same color.

C. Continuous-Time Approximation

It has been clear from Proposition 1 that starting from
X0 ∈ Sn \ {[0 . . . 0], [1 . . .1]}, the limit of the node states
is fully characterized by

[
(I2n−2−Q)−1R

]
X0[1...1]

. However,
computing the exact value or even obtaining an approximation
for the matrix (I2n−2 −Q)−1R is difficult for large networks
due to the exponentially increasing dimension of the matrix.
In this subsection, using mean-field method [4], [25], we con-
struct a continuous-time differential equation to approximate
the behavior of X(t) for large scale networks (see [29] for
a detailed survey on differential equation approximations for
Markov chains). To this end, we assume that the xi(0) are
i.i.d Bernoulli random variables, and at time t the two selected
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nodes i and j update their states by independently3 selecting
∨ with some probability p∗ > 0.

1) Complete Graph: Define

δ(t) =
n∑

i=1

xi(t)/n

as the proportion of nodes that take value 1 at time t. Assume
the underlying network forms a complete graph. Let the edges
be selected uniformly at random at each time step. Denote δ(t)
as the expected value of δ(t), i.e., δ(t) = E{δ(t)}.

The density δ(t) evolves by the following rules:
• Let the two nodes in the selected pair {i, j} hold dif-

ferent values. When n is large, and the graph is com-
plete, this happens with an approximate probability 2δ(t)
(1−δ(t)). The value δ(t) will increase by 1/n if the two
selected nodes both use “∨” operations to update their
values, an event with probability p∗2. The value δ(t) will
decrease by 1/n if the two selected nodes both apply “∧”
operations, an event with probability (1 − p∗)

2.
• For all other cases, δ(t) is unchanged.
As a result, we conclude that

E{δ(t + 1) − δ(t)|δ(t)} ≈ 1
n

p∗2 · 2δ(t)(1 − δ(t))

− 1
n

(1 − p∗)
2 · 2δ(t)(1 − δ(t)).

(2)

For a complete graph with n nodes, V{δ(t)} = E{δ2(t)} −
E

2{δ(t)} can be considered very small for large n. We further
have

δ(t + 1) − δ(t) ≈ 1
n

p∗2 · 2δ(t)(1 − δ(t))

− 1
n

(1 − p∗)
2 · 2δ(t)(1 − δ(t)). (3)

Define s = t/n and δ̃(s) = δ(ns) = δ(t). Then, (3) can be
written as

δ̃(s + 1/n) − δ̃(s) ≈ 1
n

p∗2 · 2δ̃(s)(1 − δ̃(s))

− 1
n

(1 − p∗)
2 · 2δ̃(s)(1 − δ̃(s)) (4)

We can therefore approximate (4) for large n by the following
differential equation

d

ds
δ̃(s) = p∗2 · 2δ̃(s)(1 − δ̃(s))−(1−p∗)

2 · 2δ̃(s)(1−δ̃(s)),

(5)

whose solution reads analytically as

δ̃(s) =
δ̃(0)

(1 − δ̃(0))e2(1−2p∗)s + δ̃(0)
. (6)

Here δ̃(0) = δ(0) = δ0 is the mean of the i.i.d Bernoulli ran-
dom variables xi(0). Consequently, we establish the following
approximate equation for δ(t):

δ(t) =
δ0

(1 − δ0)e2(1−2p∗)t/n + δ0
. (7)

From (7), the following holds.

3Precisely, this means p11 = p2∗, p22 = (1 − p∗)2, p12 = p21 =
p∗(1 − p∗) in the dynamics (1).

Fig. 6. A complete graph with 1000 nodes is considered. The solid
lines are the approximate solution given by (7); the dashed lines are drawn
according to the simulated realization of the algorithm (1). The continuous-
time approximations match the numerical realizations rather precisely.

Conclusion: Assume G is a complete graph. For large
n, δ(t) approaches zero when p∗ < 1/2, and δ(t) approaches
one when p∗ > 1/2, as time tends to infinity.

To verify this conclusion, we give some numerical results.
Example 3: Consider a complete graph with n =

1000 nodes. Fix δ0 = 0.5, and we randomly distribute the
values of nodes according to δ0 = 0.5. For p = 0.49 and 0.51,
we let the nodes update their values randomly according
to (1), respectively. Each experiment is carried out over T =
160000 time steps, repeated for 2000 rounds. The average of
the resulting 2000 sample paths approximately give the density
of nodes with value one for every t. We compare the numer-
ical simulation with the approximate solution given by (7).
Figure 6 shows that (7) approximates the real process (1)
remarkably well.

2) Regular Graph: A regular graph is a graph where nodes
have equal degrees. Suppose node i is selected to initialize a
gossip interaction at time t. Because i is uniformly selected
from V, the probability that the selected node i is at state 1
is δ(t). If G is a regular graph with a random nature4 and
high node degrees where |Ni| = Θ(n), the distribution of the
random variable

∑
j∈Ni

xj(t)
|Ni|

will tend to have a similar distribution with
∑

j �=i xj(t)
n − 1

,

which is approximately a Bernoulli random variable with
mean δ(t). Therefore, δ(t) evolves following similar rule as
complete graphs, and the differential equation (7) will continue
to be a good approximation for high-degree regular graphs.

Example 4: Consider a regular graph of degree 500 with
n = 1000 nodes. We select p = 0.49 and δ0 = 0.5. Again
each experiment is carried out over T = 160000 time steps,

4This is to say, the distribution of the links should appear somehow
independently being close to the concentration of random regular graphs. The
approximation can be quite inaccurate for graphs like lattices.
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Fig. 7. A regular graph with 1000 nodes is considered where node degree
is 500 and p∗ = 0.49. The solid line is the approximate solution given
by (7) and the dashed line is drawn according to numerical simulation. We see
that (7) continues to be a good approximation of (1).

repeated for 2000 rounds. The average of the resulting
2000 sample paths allows us to obtain the approximate density
of nodes with value 1 for all t. Figure 7 shows that (7)
continues to provide an acceptable approximation of the real
process (1).

Remark: We have shown that Eq. (7) is a good mean-field
approximation for complete and regular graphs. As indicated
in [4], Erdős-Rényi random graph with average degree p(n−1)
approximates well regular graphs when n is large. Hence,
the equation (7) may also provide ap reasonable approxima-
tion for Erdős-Rényi random graph models. However, most
real-world networks are neither regular, nor behaving like
Erdős-Rényi random graphs. In future, it is worth exploring
acceptable approximations for more real-world like graphs,
such as scale-free networks.

III. GENERAL BOOLEAN DYNAMICS

In this section, we discuss the evolution of (1) under general
Boolean interaction set C ∈ 2H, where 2H denotes the set
containing all subsets of H. We are interested in how the
induced chain MG(C) relies on the underlying graph G and
the set of Boolean interaction rules C. Particularly, we would
like to see when MG(C) defines an absorbing chain.

Recall that absorbing states are the states that can never
be left once visited. Therefore, absorbing Markov chains
behave fundamentally different with non-absorbing chains. We
introduce two subsets of Boolean mappings:

B1 =
{
C �= {�A} ∈ 2H : {�A} ⊂ C ⊆ {�2,�3,�A,�B}}

and

B2 =
{
C ∈ 2H : {�2,�B} ⊆ C ⊆ {�2,�3,�A,�B}}.

We further let B := B1

⋃
B2.

Note that there are a total of nine elements in B. As we
show below, Boolean interaction rules in the set B lead
to drastically different influences to the absorbing property
of the induced chain, compared to the rules outside the
set B.

Fig. 8. Part of the state transitions of the induced Markov chain with
C = {�2,�3} for the underlying graph in Figure 4. The chain is absorbing
with seven absorbing states, which are displayed in red.

A. Main Results

We first establish a theorem revealing the connection
between the induced Markov chains of any two different
underlying graphs when connectivity is assumed.

Theorem 2: Suppose C ∈ 2H \ B. Then, for any two
connected graphs G1 and G2 over the node set V, MG1(C)
is an absorbing Markov chain if and only if MG2(C) is an
absorbing Markov chain.

In view of Theorem 2 and the fact that G is a con-
nected graph over a certain set V, whether MG(C) being
an absorbing chain is fully determined by the interaction
rule set C when C does not belong to B. Next, we present
the following theorem establishing a necessary and sufficient
condition for the induced chain to be absorbing when the
Boolean interaction rules come outside the set B.

Theorem 3: Suppose C ∈ 2H \ B. Then MG(C) is an
absorbing Markov chain if and only if one of the following
two conditions holds

(i) C ⊆ {�0,�1,�2,�3,�4,�5,�6,�7};
(ii) C ⊆ {�1,�3,�5,�7,�9,�B,�D,�F }.

When the interaction rules C indeed comes from the set B,
the following theorem further gives a tight condition on the
absorbing property of the induced chain. Specifically, if C is
one of the nine function sets in B, the topology of G fully
determines whether the induced chain is absorbing.

Theorem 4: Suppose C ∈ B. Then MG(C) is an absorbing
Markov chain if and only if G does not contain an odd cycle.

Note that, Theorem 2 can actually be inferred from
Theorem 3. Theorem 3 and Theorem 4 together present a
comprehensive understanding of the absorbing property of the
network Boolean evolution. Below we present two examples
illustrating the usefulness of Theorems 3 and 4.

Example 5: Consider again the graph G in Figure 4. With
the set of Boolean interaction rules being C = {�2,�3},
part of pthe transition map of the induced Markov chain is
illustrated in Figure 8. The chain is absorbing with seven
absorbing states: [0000], [1010], [1001] [1000], [0100], [0010],
and [0001]. This example is consistent with Theorem 3.(i).

Example 6: Let the underlying graph G be given in Figure 2.
Let the set of Boolean interaction rules be C = {�2,�B}. The
chain is absorbing as shown in Figure 9 with two absorbing
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Fig. 9. Part of the state transitions of the induced Markov chain with
C = {�2,�B} for the four-node cycle graph in Figure 2. There exist no
outgoing transitions from [1001] and [0110], revealing that they are absorbing
states.

Fig. 10. Part of the state transitions of the induced Markov chain with
C = {�2,�B} for the underlying graph in Figure 4, which already shows
that the chain cannot be absorbing.

states [1001] and [0110]. Note that, for clarity, Figure 9 do
not display all the state transitions. This example is consistent
with Theorem 4 as the graph does not contain an odd cyle.

Example 7: Let the underlying graph G be given in Figure 4,
and let the set of Boolean interaction rules continue to be
C = {�2,�B}. The chain is not absorbing as shown
in Figure 10, further confirming the conclusion drawn in
Theorem 4 as the graph contains an odd cyle. Note that, for
clarity, Figure 10 do not display all the state transitions.

B. Key Lemma

To simplify the discussion, we introduce some new
notations. For any S = [s1 . . . sn] ∈ Sn, we denote [S0] as
[s1 . . . sn0] ∈ Sn+1 and [S1] as [s1 . . . sn1] ∈ Sn+1. For any
a ∈ {0, 1}, denote a = 1 − a. We categorize the states into
the following five classes:

C1(G) = {[s1 . . . sn] : si = 0, 1 ≤ i ≤ n},
C2(G) = {[s1 . . . sn] : si = 1, 1 ≤ i ≤ n},
C3(G) = {[s1 . . . sn] : si �= sj for any edge {i, j} of G},
C4(G) = {[s1 . . . sn]: ∃i, j, k, s.t. {i, j} is an edge of G

and 0 = si = sj �= sk}, and
C5(G) = {[s1 . . . sn]: ∃i, j, k, s.t. {i, j} is an edge of G

and 1 = si = sj �= sk}.

We may simply write Ci instead of Ci(G) whenever this
simplification causes no confusion.

In this subsection, we establish a key technical lemma
regarding whether a state in the Ci can be an absorbing state
in terms of the selection of C.

Lemma 1:

(i) The state in C1 is an absorbing state if and only if
C ⊆ {�0,�1,�2,�3,�4,�5,�6,�7}.

(ii) The state in C2 is an absorbing state if and only if
C ⊆ {�1,�3,�5,�7,�9,�B,�D,�F }.

(iii) A state in C3 is an absorbing state if and only if C ⊆
{�2,�3,�A,�B}.

(iv) A state in C4 \ C5 is an absorbing state if and only if
C ⊆ {�2,�3}.

(v) A state in C5 \ C4 is an absorbing state if and only if
C ⊆ {�3,�B}.

(vi) A state in C5

⋂
C4 is an absorbing state if and only if

C ⊆ {�3}.

Proof:

(i) Note that [0 . . . 0] ∈ C1 is a state at which any two
nodes associated with a common edge must hold the
same value 0. According to the algorithm (1), [0 . . . 0]
is an absorbing state if and only if for any �i ∈ C there
holds 0�i 0 = 0. Thus, [0 . . . 0] is an absorbing state if
and only if C ⊆ {�0,�1,�2,�3,�4,�5,�6,�7}.

(ii) The proof is similar to that in (i), whose details are
omitted.

(iii) Let S ∈ C3, at which two nodes sharing a link must
hold different values. According to the structure of the
algorithmp (1), S is an absorbing state if and only if for
any �i ∈ C, 0�i 1 = 0 and 1�i 0 = 1. That is, S is an
absorbing state, if and only if C ⊆ {�2,�3,�A,�B}.

(iv) It is clear that S ∈ C4 \C5 is an absorbing state if and
only if for any �i ∈ C, there hold

0 �i 0 = 0, 0 �i 1 = 0, and 1 �i 0 = 1.

In other words, S is an absorbing state if and only if
C ⊆ {�2,�3}.
The proofs of the statements (v) and (vi) are similar to
that of (iv), which are, again omitted. �

C. Proof of Theorem 3

This subsection focuses on the proof of Theorem 3.
(Necessity.) Assume MG(C) is an absorbing Markov chain.

If both [0 . . . 0] ∈ C1 and [1 . . . 1] ∈ C2 are not absorbing,
any state in C4 or C5 cannot be absorbing as well according
to Lemma 1(i)-(ii)(iv)-(vi). This leaves the only possibility be
that at least one of the states in C3 is absorbing. Thus, C ⊆
{�2,�3,�A,�B} from Lemma 1(iii).

Next, we conclude that C can only be {�A} by
Lemma 1(i)-(ii) since C ∈ 2H \ B. When C = {�A},
according to Lemma 1, the only possible absorbing states are
states in C3. However, any state in C3 cannot be accessed by
any other states. This contradicts the assumption that MG(C)
is an absorbing chain. Therefore, we can only conclude that
either [0 . . . 0] ∈ C1 or [1 . . . 1] ∈ C2 is absorbing.
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If the state [0 . . . 0] is absorbing, we obtain

C ⊆ {�0,�1,�2,�3,�4,�5,�6,�7}
according to Lemma 1(i). While if [1 . . . 1] is absorbing,
we have

C ⊆ {�1,�3,�5,�7,�9,�B,�D,�F}
from Lemma 1(ii). This proves the necessity statement.
(Sufficiency.) We investigate a few cases.
• Let C ⊆ {�0,�1,�2,�3,�4,�5,�6,�7}. Then

[0 . . . 0] is absorbing by Lemma 1(i). We divide the case
into a few subcases:

1) If C
⋂ {�0,�1,�4,�5} �= ∅, there is a positive

probability that �i ∈ {�0,�1,�4,�5} is chosen.
Because 1 �i 0 = 0, any state other than [1 . . . 1]
can transit to state [0 . . . 0] in some finite steps with
a positive probability. If [1 . . . 1] is not absorbing,
then it will transit to some other state S with positive
probability. Finally state S will transit to the absorb-
ing state [0...0] with positive probability. Therefore,
no matter whether [1 . . . 1] is absorbing or not,
MG(C) is an absorbing Markov chain.

2) Let C
⋂{�6} �= ∅ and consider the update where �6

is always selected. Then for any state in C4 or C3,
two nodes with values 0 and 1 respectively will both
hold value 1 after the interaction, i.e., the network
state enters C5 or C2. Furthermore, for any state
in C5 or C2, two nodes both holding value 1 will
both hold 0 after the interaction. Thus, for all states
in C2, . . . ,C5, the number of nodes holding value
1 will be strictly decreasing if �6 is always present,
until the state transits to [0 . . . 0]. The chain MG(C)
is an absorbing Markov chain since we already
know [0 . . . 0] is an absorbing state.

3) Assume C = {�2} or C = {�2,�3} and let
�2 be chosen. Then any state in C2 or C5 will
transit to state in C4 \ C5 or C1 in some finite
steps. Thus, MG(C) is an absorbing Markov chain
because all states in C1, C3, C4 \C5 are absorbing
by Lemma 1.

4) If C = {�7} or C = {�3,�7}, we can use similar
discussion in 1) to conclude that any state other than
[0 . . . 0] can transit to state [1 . . . 1] in finite steps.
The chain MG(C) is an absorbing Markov chain.

5) Let C = {�2,�7} or C = {�2,�3,�7}. The
scenario is similar to 2), where any state can transit
to state [0 . . . 0] in finite steps.

6) If C = {�3}, all states are absorbing. Of course
MG(C) is an absorbing Markov chain.

• Assume C ⊆ {�1,�3,�5,�7,�9,�B,�D,�F }. The
proof is similar to the case above, whose details are
omitted.

The proof of Theorem 3 is now complete.

D. Proof of Theorem 4

In this subsection, we prove Theorem 4.
If G contains an odd cycle, C3 is empty. By Lemma 1,

no state in C1

⋃
C2

⋃
C4

⋃
C5 is absorbing.

As Sn = C1

⋃
C2

⋃
C3

⋃
C4

⋃
C5, no state is absorbing.

Thus, MG(C) is not absorbing. On the other hand, if G does
not contain an odd cycle, C3 is not empty consisting of two
elements. We proceed to prove by induction on the number n
of nodes that MG(C) is an absorbing Markov chain.

For n = 2, the conclusion holds straightforwardly. Assume
that MG(C) is absorbing for n = l. There must be a spanning
tree, denoted GT1 , of G. We further find a subtree GT2

of GT1 with GT2 containing l nodes of GT1 . Without loss
of generality, let GT2 contain nodes 1, . . . , l of G. By our
induction assumption, MGT2

(C) is absorbing.
Now any state in Sl+1 can be represented as [Su], where

S ∈ Sl and u ∈ {0, 1}. As MGT2
(C) is absorbing, there is

a positive probability that in finite steps S transits to a state
S∗ in C3(GT2). Because GT2 is a subgraph of GT1 , [Su] can
transit to [S∗u] in finite steps in MGT1

(C). There will be two
cases.

• If [S∗u] ∈ C3(GT1 ), for G contains no odd cycle,
[S∗u] ∈ C3(G). The proof is done.

• If [S∗u] /∈ C3(GT1 ), there must be some node j
associated with node l + 1 over graph GT1 . Because
C ∈ B, there is a positive probability that �A or �B

is chosen. Note that 0�A 0 = 1, 0�B 0 = 1, 1�A 1 = 0
and 1 �2 1 = 0. Thus, by (1), [S∗u] transits to [S∗u] with
positive probability in MGT1

(C). Moreover, [S∗u] ∈
C3(GT1). For G contains no odd cycle, [S∗u] ∈ C3(G)
leads to the desired result.

The proof of Theorem 4 is completed.

IV. CONCLUSIONS

We proposed and investigated a Boolean gossip model,
which may be useful in describing social opinion evolution as
well as serves as a simplified probabilistic Boolean network.
With positive node interactions, it was shown that the node
states asymptotically converge to a consensus represented by
a binary random variable, whose distribution was studied for
large-scale complete networks in light of mean-field approx-
imation methods. By combinatorial analysis the number of
communication classes of the positive Boolean network was
counted against the topology of the underlying interaction
graph. With general Boolean interaction rules, the emergence
of absorbing network Boolean dynamics was explicitly char-
acterized by the network structure. It turned out that local
structures in terms of existence of cycles can drastically change
fundamental properties of the Boolean network. In future,
it will be interesting to look into the possibility of extending
the graphical analysis established in the current work to multi-
state Boolean networks [14], [15] where each node may hold
a state from a finite set with more than two values.

APPENDIX A
PROOF OF THEOREM 1

For each n, we use Modn(i) to denote the unique integer
j satisfying 1 ≤ j ≤ n and i ≡ j mod (n). Recall that for
any a ∈ {0, 1}, we denote a = 1 − a.

We prove the statements of Theorem 1 in a few steps starting
with a few fundamental graphs.
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A. Line Graph

In this subsection we prove Theorem 1.(i) stating that
χ

Cpst
(G) = 2n when G is a line graph. Without loss of

generality we assume the edges of G are {i, i + 1} for
i = 1, . . . , n − 1. The proof is outlined as follows. We first
introduce the notion of L-reduced state for each state in Sn.
Then, we prove that any two states communicate with each
other if and only if their L-reduced states are identical. Finally,
we count the number of L-reduced states in the state space and
therefore obtain the number of communication classes.

Definition 1 (L-Reduced States): Let [s1 . . . sn] ∈ Sn.
There exists a unique partition of s1, . . . , sn into

s1 = . . . = si1 = r1, i1 ≥ 1;
si1+1 = . . . = si2 = r2, i2 > i1;

. . .

sid−2+1 = . . . = sid−1 = rd−1, id−1 > id−2;
sid−1+1 = . . . = sn = rd

such that ri �= ri+1 for all i = 1, . . . , d−1. Then [r1 . . . rd] :=
L([s1 . . . sn]) is termed the L-reduced states of [s1 . . . sn].

Note that the values of any two consecutive elements in an
L-reduced state are different. The following two lemmas hold.

Lemma 2: Suppose G is a line graph. Then L([s1 . . . sn])
is a subsequence of L([q1 . . . qn]) if [s1 . . . sn] is accessible
from [q1 . . . qn]. More precisely, denoting

L([s1 . . . sn]) = [r1 . . . rd], L([q1 . . . qn]) = [h1 . . . hd′ ]

there holds d ≤ d′, and moreover, there exist 1 ≤ τ1 < τ2 <
. . . < τd ≤ d′ such that ri = hτi for all i = 1, . . . , d.

Proof: By the definition of accessibility, there is a non-
negative integer t such that

P
(
Xt = [s1 . . . sn]

∣
∣ X0 = [q1 . . . qn]

)
> 0.

First we assume t = 1. According to the structure of (1),
either [s1 . . . sn] = [q1 . . . qn], or there is u ∈ {1, . . . , n} such
that su �= qu and si = qi for all i �= u. The desired conclusion
obviously holds if [s1 . . . sn] = [q1 . . . qn]. For the latter case,
there is qv with v = u + 1 or v = u − 1 such that qu �= qv.
Consequently, the two states [s1 . . . sn] and [q1 . . . qn] differ
with each other only at su and qu and satisfy

su �= qu, su = sv, qu �= qv.

Then it is easy to verify that L([s1 . . . sn]) is a subsequence
of L([q1 . . . qn]) from the definition of L-reduced states.

Now we proceed to let t = 2. There will be a state
[w1 . . . wn] such that [s1 . . . sn] is one step accessible from
[w1 . . . wn], and [w1 . . . wn] is one step accessible from
[q1 . . . qn]. Utilizing the above understanding for the case
with t = 1 we know L([s1 . . . sn]) is a subsequence
of L([w1 . . . wn]) and L([w1 . . . wn]) is a subsequence of
L([q1 . . . qn]), which in turn imply L([s1 . . . sn]) is a sub-
sequence of L([q1 . . . qn]). Therefore the desired conclusion
holds for t = 2. Apparently the argument can be recursively
carried out and the result holds for arbitrary integer t. We have
now completed the proof of the lemma. �

Lemma 3: Let G be a line graph and consider S =
[s1 . . . sn], Q = [q1 . . . qn] ∈ Sn. Then S and Q communicate
with each other if and only if they have identical L-reduced
states.

Proof: The necessity part of this lemma follows directly
from Lemma 2. In the following we focus only on the suffi-
ciency part. Let the identical L-reduced state of [s1 . . . sn] and
[q1 . . . qn] be [r1 . . . rl]. We carry out an induction argument
on l for any n ≥ l.

Let l = 1. Then [0 . . . 0]n and [1 . . . 1]n are the two possible
states for [s1 . . . sn] and [q1 . . . qn]. The desired conclusion
holds straightforwardly. Now assume:

Induction Hypothesis: The statement of the lemma holds
true for all l ≤ k and all n ≥ l.

We proceed to prove the statement for l = k+1 and n ≥ l.
Denote i1 = max{h : r1 = si, 1 ≤ i ≤ h} and j1 = max{h :
r1 = qi, 1 ≤ i ≤ h}. By symmetry we may assume i1 ≤ j1
and we use the following two observations:

a) The state [q1 . . . qn] communicates with the state

[q1 . . . qi1qi1+1 . . . qj1qj1+1 . . . qn]

by the definition of j1.
b) The two states [qi1+1 . . . qj1qj1+1 . . . qn] and

[si1+1si1+2 . . . sn] have the same L-reduced state
[r2 . . . rl]. Therefore by our induction hypothesis,
[qi1+1 . . . qj1qj1+1 . . . qn] and [si1+1 . . . sn] communicate
with each other, which in turn yields that [s1 . . . sn]
communicates with

[q1 . . . qi1qi1+1 . . . qj1qj1+1 . . . qn].

Combining a) and b) we immediately know that [s1 . . . sn]
communicates with [q1 . . . qn]. By the principle of mathemat-
ical induction we have completed the proof of the lemma. �

We are now ready to count the number of communication
classes for the line graph, which equals to the number of
L-reduced states according to Lemma 3. For each m =
1, . . . , n, there are two different L-reduced states with length
m, i.e., [r1 . . . rm] with r1 = 0 or r1 = 1. Consequently, there
are a total of 2n different L-reduced states. This concludes the
proof for Theorem 1.(i).

B. Cycle Graph

In this subsection, we prove the case with G being a cycle
graph. Without loss of generality, let G be the cycle graph
with edges

{
i, Modn(i + 1)

}
, i = 1, . . . , n.

We introduce some useful notations that will be used
subsequently. For any k, we use σk to denote the permutation
on set {1, . . . , k} with σk(i) = Modk(i +1) for i = 1, . . . , k.
We further define Pσk

as a mapping over Sk by

Pσk
([s1 . . . sk]) = [sσk(1) . . . sσk(k)]

for all [s1 . . . sk] ∈ Sk. Intuitively, if we place these k nodes
uniformly on a cycle and denote the value of each node
on them, then the result of Pσk

on a state is obtained
by rotating all the values counterclockwise. We also define
a mapping f[k1,k2] over Sn by that for any [t1 . . . tn],
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f[k1,k2]

(
[t1 . . . tn]

)
= [r1 . . . rn] with ri = ti for i �= k2 and

ri = tk1 for i = k2.
Definition 2 (K -Reduced States): Let [s1 . . . sn] ∈ Sn with

[r1 . . . rd] = L([s1 . . . sn]) being its L-reduced states. The
K -reduced states of [s1 . . . sn] ∈ Sn, denoted K ([s1 . . . sn]),
is defined as follows:

K ([s1 . . . sn]) =

⎧
⎪⎨

⎪⎩

[r1] if d = 1;
[r1 . . . rd] if d > 1 and rd �= r1;
[r1 . . . rd−1] if d > 1 and rd = r1.

Let |K (S)| be the number of digits in K (S) for S ∈ Sn.
According to the definition, the values of any two consecutive
elements of K -reduced states are different. Moreover, if there
are at least two entries of K -reduced states, the first entry
is different from the last one. The following lemma can be
established using a similar analysis as we used in Lemma 2.

Lemma 4: Suppose G is a cycle graph,
(i) |K (S)| is either 1 or an even integer;

(ii) If d is one or an even integer, then there is S ∈ Sn with
|K (S)| = d.

(iii) If S is accessible from T , then |K (S)| ≤ |K (T )|.
Lemma 5: Consider S, T ∈ Sn. If 1 < |K (S)| =

|K (T )| < n, then S and T communicate with each other.
Proof: Denote S = [s1 . . . sn] and T = [t1 . . . tn].

We prove this lemma in a few steps.
Step 1: We first prove that S communicates with P l

σn
(S) for

any integer l if |K (S)| < n. Note that if |K (S)| = 1, S must
be [0 . . . 0]n or [1 . . . 1]n. The claim holds straightforwardly.

Now we assume |K (S)| > 1. Since |K (S)| < n, the set

I := {i : si = sModn(i+1), 1 ≤ i ≤ n}
is nonempty. Moreover, because |K (S)| > 1, we can find
j ∈ I such that sModn(j+1) �= sModn(j+2). By the structure
of (1), the state f[Modn(j+2),Modn(j+1)](S) is accessible from
S. By the definition of j, there holds

f[j,Modn(j+1)]f[Modn(j+2),Modn(j+1)](S) = S.

That is to say, the state S is accessible from

f[Modn(j+2),Modn(j+1)](S).

Therefore, S communicates with f[Modn(j+2),Modn(j+1)](S).
Applying this argument recursively, we obtain that S commu-
nicates with

f[Modn(j+n),Modn(j+n−1)] . . . f[Modn(j+2),Modn(j+1)](S),

a state equal to Pσn(S). It is then convenient to conclude that
S communicates with P l

σn
(S) for any integer l.

Step 2: In this step, we prove that if S = [s1 . . . sn] and
T = [t1 . . . tn] have identical K -reduced states, then S and T
communicate with each other. Let K (S) = K (T ) = [c1 . . . cd].
If d = 1 or n, it is easy to see S = T . Now assume 1 < d < n.

Because d > 1, the sets {i : si �= s0} and {i : ti �= t0} are
not empty. Denote j1 = max{i : si �= s0}, and j2 = max{i :
ti �= t0}. Without loss of generality we assume j1 > j2.
Apparently T communicates with f[j2,j2+1](T ). Further we
know that T communicates with

T ∗ = [t∗1 . . . t∗n] := f[j1−1,j1] . . . f[j2+1,j2+2]f[j2,j2+1](T ).

Moreover, we can conclude that j1 = max{i : t∗i �= t∗0},
and T ∗ and T have the same K -reduced state. So T ∗ and
S have the same K -reduced state. By the definition of K -
reduced state and the fact that j1 = max{i : si �= s0} =
max{i : t∗i �= t∗0}, we know that the L-reduced state of S is
equal to the L-reduced state of T ∗. Define a new line graph G̃,
whose nodes are the nodes of G with edges being {i, i+1} for
i = 1, . . . n−1. According to Lemma 3, S also communicates
with T ∗ in MG̃(Cpst). Therefore, S communicates with T ∗

in MG(Cpst), because G̃ is a subgraph of G. Thus, S and T
communicate with each other.

Step 3: This step will complete the proof.
Let d = |K (S)|. If K (S) = K (T ), we have known that S

and T communicate with each other. We only need to consider
the case K (S) �= K (T ). Because |K (S)| = |K (T )|, there must
hold that K (T ) = Pσd

(K (S)). For d > 1, the set {i : si �= s0}
is nonempty. Define j = min{i : si �= s0}. According
to Step 1, S communicates with P j−1

σn
(S). By the defini-

tion of K -reduced states, we know that the K -reduced state
of P j−1

σn
(S) is Pσd

(K (S)), i.e., K (T ). Therefore, P j−1
σn

(S)
communicates with T , implying that S communicates
with T . �

Now, we are ready to count the number of communication
classes. According to Lemma 4, the digit number d of the
K -reduced states of all the states in the same communication
class are identical. Moreover, d can be 1 or even numbers.
If n = 2m, there are three cases:

(i) For d = 1, there are two communication classes
{[0 . . .0]} and {[1 . . . 1]}.

(ii) For each d = 2, 4, . . . , 2m − 2, according to Lemma 4
and Lemma 5, there is a unique communication class
whose elements have K -reduced with d digits.

(iii) For d = 2m, the two states S0 := [s1 . . . s2m] and
T0 := [s̄1 . . . s̄2m] with s2i−1 = 1 and s2i = 0 for
i = 1, . . . , m, are the only states whose K -reduced states
are of length 2m. Moreover, either S0 or T0 cannot be
accessible from any other state. That is to say, they form
two communication classes.

As a result, there are a total of m+3 communication classes.
We have completed the proof for the case n = 2m. The case
with n = 2m + 1 can be similarly analyzed, whose detailed
proof is omitted. This concludes the proof of Theorem 1(ii).

C. Star Graph

In this subsection, we prove that χ
Cpst

(G) = 5 if G is a
star graph with n(≥ 4) nodes. Note that a connected graph is
called a star graph if there is a node such that all the edges
of the graph contain this node. This particular node is called
the center node of the graph.

The following proposition characterizes the communication
classes for MG(Cpst) over a star graph G.

Proposition 2: Let G be a star graph with n(≥ 4) nodes.
Then χ

Cpst
(G) = 5. Moreover, letting node 1 be the center

node, the five classes are

F1
n = {[s1 . . . sn] : si = 0, 1 ≤ i ≤ n},

F2
n = {[s1 . . . sn] : si = 1, 1 ≤ i ≤ n},
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F3
n = {[s1 . . . sn] : s1 = 0, si = 1, 2 ≤ i ≤ n},

F4
n = {[s1 . . . sn] : s1 = 1, si = 0, 2 ≤ i ≤ n},

F5
n = {[s1 . . . sn] : ∃i, j, 2 ≤ i, j ≤ n, si = 0, sj = 1}.
Proof: Denote S

〈1〉
n , . . . , S

〈4〉
n as the singleton state in

F1
n, . . . ,F4

n, respectively. Moreover, any other state cannot be
accessible from S

〈1〉
n or S

〈2〉
n , while S

〈3〉
n or S

〈4〉
n cannot be

accessible from any other state. Thus, they do form commu-
nication classes, respectively. We only need to prove all the
elements in F5

n communicate with each other. We prove this
by induction.

First, let n = 4. There are 12 elements of F5
4, listed as

[0100], [0010], [0001], [0011], [0101], [0110], [1100], [1010],
[1001], [1011], [1101], [1110]. It is easy to verify that they are
in the same communication class.

Assume that for n = k ≥ 4, all the elements in F5
n

communicate with each other. Now we prove the case for
n = k + 1. Let G be a star graph with k + 1 nodes with
node 1 being its center node. Let G∗ be the subgraph of
G with nodes 1, . . . , k and all edges containing them in G.
In fact, G∗ is a star graph with k nodes. By our induction
assumption, all elements in F5

k communicate with each other
in MG(Cpst). Because G∗ is a subgraph of G, all elements
in A := {[S0] ∈ Sk+1 : S ∈ F5

k} communicate with each
other, and all elements in B := {[S1] ∈ Sk+1 : S ∈ F5

k}
communicate with each other.

Note that

F5
k+1 = A

⋃
B

⋃ {[S〈1〉
k 1], [S〈2〉

k 0], [S〈3〉
k 0], [S〈4〉

k 1]}.
Introduce U

〈a〉
k = [010 . . .0], U

〈b〉
k = [101 . . .1], U

〈c〉
k =

[001 . . .1] and U
〈d〉
k = [110 . . .0]. They are elements of F5

k.
It is easy to verify that [U 〈a〉

k 0] ∈ A is accessible from
[U 〈a〉

k 1] ∈ B. Moreover, [U 〈b〉
k 1] ∈ B is accessible from

[U 〈b〉
k 0] ∈ A. Therefore, all elements in A

⋃
B communicate

with each other.
It is straightforward to verify that [S〈2〉

k 0] communicates
with [S〈3〉

k 0]. Also, [U 〈c〉
k 0] ∈ A is accessible from [S〈3〉

k 0]

and [S〈2〉
k 0] is accessible from [U 〈b〉

k 0] ∈ A. Thus, all ele-
ments in A

⋃{[S〈2〉
k 0], [S〈3〉

k 0]} communicate with each other.

Moreover, [S〈1〉
k 1] communicates with [S〈4〉

k 1], [U 〈d〉
k 1] ∈ B

is accessible from [S〈4〉
k 1], and [S〈1〉

k 1] is accessible from
[U 〈a〉

k 1] ∈ B. Therefore, all elements in B
⋃{[S〈1〉

k 1], [S〈4〉
k 1]}

communicate with each other. Summarizing all these relations
we know all elements in

F5
k+1 = A

⋃
B

⋃ {[S〈1〉
k 1], [S〈2〉

k 0], [S〈3〉
k 0], [S〈4〉

k 1]}
communicate with each other. This completes the proof of this
proposition. �

D. Tree

The following result presents a characterization of the
number of communication classes for tree graph that is not
a line.

Proposition 3: Let G be a tree, having at least one node
with degree greater than 2, i.e., G is not a line graph.

Then χCpst
(G) = 5. The five communication classes can be

described as follows:
J1

n =
{
[s1 . . . sn] : si = 0, 1 ≤ i ≤ n

}
,

J2
n =

{
[s1 . . . sn] : si = 1, 1 ≤ i ≤ n

}
,

J3
n =

{
[s1 . . . sn] : s1 = 0, si �= sj for any edge {i, j}

of G
}

,
J4

n =
{
[s1 . . . sn] : s1 = 1, si �= sj for any edge {i, j}

of G
}

, and
J5

n =
{
[s1 . . . sn] : ∃i, j, k, s.t. {i, j} is an edge of G and

si = sj �= sk

}
.

Proof: It is straightforward to verify that any of J1
n, J2

n,
J3

n, J4
n contains a unique element, and forms a communication

class. We now prove J5
n is a communication class using an

induction argument.
For n = 4, G is a star graph which is proved

in Proposition 2. Now assume that this proposition holds for
n = l ≥ 4.

For any tree G with l+1 nodes that is not a line graph, there
is a subgraph G∗ with l nodes which is still a tree. Without
loss of generality, we denote the node not in G∗ as node v∗ =
l+1 ∈ V. We use v0 to denote the node with the highest degree
in G (If there are more than one such nodes, we just choose
one of them arbitrarily). There is a path (v0, v1, . . . , vh, v∗)
connecting node v0 and node v∗ in G, where h ≥ 0 is an
integer.

By the induction assumption, the communication classes of
MG∗(C) are J1

l , . . . ,J
5
l with each Jk

l defined by replacing
n with l in Jk

n. Denote A = {[S0] ∈ Sl+1 : S ∈ J5
l } and

B = {[S1] ∈ Sl+1 : S ∈ J5
l }. Note that

J5
l+1 = A

⋃
B

⋃ {[S〈1〉
l 1], [S〈2〉

l 0], [S〈3〉
l 0], [S〈4〉

l 1]}.
Because G∗ is a subgraph of G, all elements in A communi-
cate with each other, and all elements in B communicate with
each other. Note that if G∗ is a star graph with the vh being
the center node, G will be a star graph. This falls to the case
discussed in Proposition 2. We assume G∗ is not a star graph
for the remainder of the proof.

Introduce

U
〈a〉
l = [0 . . . 0 1

↑
vh

0 . . . 0], U
〈b〉
l = [1 . . . 1 0

↑
vh

1 . . . 1].

We have U
〈a〉
l , U

〈b〉
l ∈ J5

l . It is easy to verify that [U 〈a〉
l 1] ∈ B

is accessible from [U 〈a〉
l 0] ∈ A. Moreover, [U 〈b〉

l 0] ∈ A is
accessible from [U 〈b〉

l 1] ∈ B. Therefore, all elements in A
⋃

B
communicate with each other.

We further denote S
〈4〉
l = [γ1 . . . γl] and S

〈3〉
l = [β1 . . . βl],

and then U
〈c〉
l := [γ1 . . . γvh−1γvh

γvh+1 . . . γl],
U

〈d〉
l := [β1 . . . βvh−1βvh

βvh+1 . . . βl]. It is straightforward to
verify that [S〈1〉

l 1] communicates with [U 〈a〉
l 1] ∈ B, [S〈2〉

l 0]
communicates with [U 〈b〉

l 0] ∈ A, [S〈3〉
l 0] communicates with

[U 〈d〉
l 0] ∈ A, and [S〈4〉

l 1] communicates with [U 〈c〉
l 1] ∈ B.

Thus, any two elements in J5
l+1 communicate with each

other. �

E. Completion of the Proof

The statements (i) and (ii) in Theorem 1 have been proved
for the cases of line and cycle graphs. We are now in
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a place to prove (iii) and (iv) based on our results for tree
graphs. According to Proposition 3, for tree graphs without
being a line graph, there are five communication classes J1

n,
J2

n, J3
n, J4

n and J5
n. Since any connected graph contains a

spanning tree, the communication classes of MG(Cpst) for
any connected graph G that is not a line or cycle, can only be
unions of the Jj

n, j = 1, . . . , 5.
Proof of Theorem 1(iii): Suppose G is neither a line graph

nor a cycle graph and it contains no odd cycle. There is
a spanning tree of G, denoted GT. For MGT(Cpst), J1

n,
J2

n, J3
n, J4

n and J5
n are communication classes. J1

n and J2
n

are absorbing states in G. Because there is no odd cycle,
J3

n and J4
n are the states that any pair of nodes associated with

a common edge G share different values. That is to say, J3
n and

J4
n cannot be accessible from any other states in MG(Cpst).

Thus, J1
n, J2

n, J3
n, J4

n and J5
n are still communication classes

in MG(Cpst), i.e. χ
Cpst

(G) = 5.
Proof of Theorem 1(iv): Now suppose G contains an odd

cycle. Again, there is a spanning tree GT of G. J1
n, J2

n, J3
n,

J4
n and J5

n are communication classes in MGT(C). Also, J1
n

and J2
n are absorbing states in MG(Cpst). For states in J3

n

and J4
n, there is an edge e∗ belonging to the odd cycle such

that the pair nodes of this edge take different values. Now,
by choosing another spanning tree G∗

T containing the edge e∗,
we can prove that elements in J3

n, J4
n and J5

n communicate
with each other in MG(Cpst). In turn, χ

Cpst
(G) = 3.

APPENDIX B
TABLE OF NOTATIONS

V The node set {1, . . . , n}
E The edge set with each entry being an

unordered pair of two distinct nodes in V
G The graph (V, E)
Ni The neighbourhood of node i, {j : {i, j} ∈ E}
xi(t) The binary value node i holds at time t
�k A binary Boolean function
H The set of all binary Boolean functions
C Potential node interaction rules along the

edges, subset of H
Xt The vector (x1(t), . . . , xn(t))
[s1 . . . sn] Any state for si ∈ {0, 1}
Sn State space

{
[s1 . . . sn] : si ∈ {0, 1}, i ∈ V

}

| · | The cardinality of a set or the number of
digits of a state

P Transition matrix between states whose
elements are represented by P[s1...sn][q1...qn]

MG(C) The Markov chain (Sn, P ) defined by random
process Xt, t ≥ 0

∧ Boolean “AND” operation
∨ Boolean “OR” operation
Cpst The set {∨,∧}
P(·) Probability of an event
E{·} Expectation of a random variable
V{·} Variation of a random variable
χ

Cpst
(G) The number of communication classes of

MG(Cpst)

δ(t) Proportion of nodes that take value 1 at time t
δ(t) The expected value of δ(t)
B1 The set {C �= {�A} :{�A}⊂C⊆{�2,�3,�A,�B}}
B2 The set {C ∈ 2H :{�2,�B}⊆C ⊆{�2,�3,�A,�B}}
B The set B1

⋃
B2

ACKNOWLEDGMENT

The authors thank the Associate Editor and the anonymous
reviewers for their constructive comments, which helped us
improve the presentation of the work considerably. The authors
also thank Prof. K. H. Johansson and Prof. M. Johansson at the
KTH Royal Institute of Technology for helpful discussions.

REFERENCES

[1] S. A. Kauffman, “Metabolic stability and epigenesis in randomly con-
structed genetic nets,” J. Theor. Biol., vol. 22, no. 3, pp. 437–467, 1969.

[2] J. J. Hopfield, “Neural networks and physical systems with emergent
collective computational abilities,” Proc. Nat. Acad. Sci., vol. 79, no. 8,
pp. 2554–2558, 1982.

[3] R. Karp, C. Schindelhauer, S. Shenker, and B. Vöcking, “Random-
ized rumor spreading,” in Proc. Symp. Found. Comput. Sci., 2000,
pp. 564–574.

[4] P. V. Mieghem, J. Omic, and R. Kooij, “Virus spread in networks,”
IEEE/ACM Trans. Netw., vol. 17, no. 1, pp. 1–14, Feb. 2009.

[5] D. Cheng and H. Qi, “Controllability and observability of Boolean
control networks,” Automatica, vol. 45, no. 6, pp. 1659–1667, 2009.

[6] L. Tournier and M. Chaves, “Interconnection of asynchronous Boolean
networks, asymptotic and transient dynamics,” Automatica, vol. 49,
no. 4, pp. 884–893, 2013.

[7] I. Shmulevich, E. R. Dougherty, S. Kim, and W. Zhang, “Probabilistic
Boolean networks: A rule-based uncertainty model for gene regulatory
networks,” Bioinformatics, vol. 18, no. 2, pp. 261–274, 2002.

[8] I. Shmulevich, I. Gluhovsky, R. F. Hashimoto, E. R. Dougherty, and
W. Zhang, “Steady-state analysis of genetic regulatory networks mod-
elled by probabilistic Boolean networks,” Comparative Funct. Genomics,
vol. 4, no. 6, pp. 601–608, 2003.

[9] M. Brun, E. R. Dougherty, and I. Shmulevich, “Steady-state probabilities
for attractors in probabilistic Boolean networks,” Signal Process, vol. 85,
no. 10, pp. 1993–2013, 2005.

[10] D. Cheng and H. Qi, “A linear representation of dynamics of Boolean
networks,” IEEE Trans. Autom. Control, vol. 55, no. 10, pp. 2251–2258,
Oct. 2010.

[11] M. Chaves and A. Carta, “Attractor computation using interconnected
Boolean networks: Testing growth rate models in E. Coli,” Theor.
Comput. Sci., vol. 599, pp. 47–63, Jul. 2014.

[12] R. Pal, “Context-sensitive probabilistic Boolean networks: Steady-state
properties, reduction, and steady-state approximation,” IEEE Trans.
Signal Process., vol. 58, no. 2, pp. 879–890, Feb. 2010.

[13] R. Pal and S. Bhattacharya, “Characterizing the effect of coarse-scale
PBN modeling on dynamics and intervention performance of genetic
regulatory networks represented by stochastic master equation models,”
IEEE Trans. Signal Process., vol. 58, no. 6, pp. 3341–3351, Jun. 2010.

[14] F. D. Sahneh, C. Scoglio, and P. V. Mieghem, “Generalized epidemic
mean-field model for spreading processes over multilayer complex
networks,” IEEE/ACM Trans. Netw., vol. 21, no. 5, pp. 1609–1620,
Oct. 2013.

[15] W. J. Richoux and G. C. Verghese, “A generalized influence model for
networked stochastic automata,” IEEE Trans. Syst., Man, Cybern. A,
Syst., Humans, vol. 41, no. 1, pp. 10–23, Jan. 2011.

[16] T. Akutsu, S. Kuhara, and O. Maruyama, “A system for identifying
genetic networks from gene expression patterns produced by gene
disruptions and overexpressions,” Genome Inf., vol. 9, pp. 151–160,
1998.

[17] S. Boyd, A. Ghosh, B. Prabhakar, and D. Shah, “Randomized gossip
algorithms,” IEEE Trans. Inf. Theory, vol. 52, no. 6, pp. 2508–2530,
Jun. 2006.

[18] D. Acemoglu, A. Ozdaglar, and A. ParandehGheibi, “Spread of (mis)
information in social networks,” Games Econ. Behav., vol. 70, no. 2,
pp. 194–227, 2010.

[19] B. Doerr, M. Fouz, and T. Friedrich, “Why rumors spread so quickly in
social networks?” Commun. ACM, vol. 55, no. 6, pp. 70–75, 2012.



130 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 26, NO. 1, FEBRUARY 2018

[20] D. Shah, “Gossip algorithms,” Found. Trends Netw., vol. 3, no. 1,
pp. 1–125, 2008.

[21] S. A. Kauffman, The Origins of Order: Self-Organization and Selection
in Evolution. New York, NY, USA: Oxford Univ. Press, 1993.

[22] D. G. Green, T. G. Leishman, and S. Sadedin, “The emergence of
social consensus in Boolean networks,” in Proc. IEEE Symp. Artif. Life,
Apr. 2007, pp. 208–402.

[23] H. Kitano, Foundations of Systems Biology. Cambridge, MA, USA:
MIT Press, 2001.

[24] L. Tournier and M. Chaves, “Uncovering operational interactions in
genetic networks using asynchronous Boolean dynamics,” J. Theor. Biol.,
vol. 260, no. 2, pp. 196–209, 2009.

[25] J. O. Kephart and S. R. White, “Directed-graph epidemiological models
of computer viruses,” in Proc. IEEE Comput. Soc. Symp. Res. Secur.
Privacy, May 1991, pp. 343–359.

[26] C. M. Grinstead and J. L. Snell, Introduction to Probability, 2nd ed.
Providence, RI, USA: American Mathematical Society, 2012.

[27] Y. Kanoria and A. Montanari, “Majority dynamics on trees and
the dynamic cavity method,” Ann. Appl. Probab., vol. 21, no. 5,
pp. 1694–1748, 2011.

[28] H. Amini, M. Draief, and M. Lelarge, “Flooding in weighted sparse
random graphs,” SIAM J. Discrete Math., vol. 27, no. 1, pp. 1–26, 2013.

[29] R. W. R. Darling and J. R. Norris, “Differential equation approximations
for Markov chains,” Probab. Surv., vol. 5, no. 1, pp. 37–79, 2008.

[30] R. E. Simpson, Introductory Electronics for Scientists and Engineers,
2nd ed. Boston, MA, USA: Allyn & Bacon, 1987.

Bo Li received the B.Sc. degree in economics
and the B.Sc. degree in mathematics and applied
mathematics from Wuhan University, Wuhan, China,
in 2005, and the Ph.D. degree in fundamental math-
ematics from the Academy of Mathematics and
Systems Science (AMSS), Chinese Academy of Sci-
ences (CAS), Beijing, China, in 2010. From 2010 to
2012, he was a Post-Doctoral Researcher with the
Key Laboratory of Systems and Control, AMSS,
CAS. Since 2012, he has been an Assistant Professor
with the Key Laboratory of Mathematics Mecha-

nization, AMSS, CAS. He held a visiting position from 2015 to 2016 with
the Research School of Engineering, The Australian National University,
Canberra, ACT, Australia. His research interests include mathematical biology,
bioinformatics, and networked control systems.

Junfeng Wu received the B.Eng. degree from the
Department of Automatic Control, Zhejiang Univer-
sity, Hangzhou, China, in 2009, and the Ph.D. degree
in electrical and computer engineering from The
Hong Kong University of Science and Technology,
Hong Kong, in 2013. In 2013, he was a Research
Associate with the Department of Electronic and
Computer Engineering, The Hong Kong University
of Science and Technology. From 2014 to 2017,
he was a Post-Doctoral Researcher with the Auto-
nomic Complex Communication nEtworks, Signals

and Systems Linnaeus Center, School of Electrical Engineering, KTH Royal
Institute of Technology, Stockholm, Sweden. He is currently with the College
of Control Science and Engineering, Zhejiang University, Hangzhou. His
research interests include networked control systems, state estimation, and
wireless sensor networks, multiagent systems. He received the Guan Zhao-
Zhi Best Paper Award at the 34th Chinese Control Conference in 2015. He was
selected to the national 1000-Youth Talent Program of China in 2016.

Hongsheng Qi (M’10) received the Ph.D. degree in
systems theory from the Academy of Mathematics
and Systems Science, Chinese Academy of Sciences,
in 2008. From 2008 to 2010, he was a Post-Doctoral
Fellow with the Key Laboratory of Systems Control,
Chinese Academy of Sciences, where he currently is
an Associate Professor with the Academy of Math-
ematics and Systems Science. His research interests
include logical dynamic systems, game theory and
control, and so on. He was a co-recipient of the
Automatica 2008–2010 Theory/Methodology Best

Paper Prize in 2011 and a second recipient of the second National Natural
Science Award of China in 2014.

Alexandre Proutiere received the degree in math-
ematics from École Normale Supérieure, Paris,
France, the degree in engineering from Télécom
ParisTech, Paris, and the Ph.D. degree in applied
mathematics from École Polytechnique, Palaiseau,
France, in 2003. He is an Engineer with the Corps of
Mines. In 2000, he joined France Telecom Research
and Development as a Research Engineer. From
2007 to 2011, he was a Researcher with Microsoft
Research, Cambridge, U.K. He is currently a Profes-
sor with the Department of Automatic Control, KTH

The Royal Institute of Technology, Stockholm, Sweden. He was a recipient
in 2009 of the ACM Sigmetrics Rising Star Award, and received the best
paper awards at the ACM Sigmetrics Conference in 2004 and 2010, and at
the ACM Mobihoc Conference in 2009. He was an Associate Editor of the
IEEE/ACM TRANSACTIONS ON NETWORKING and an Editor of the IEEE
TRANSACTIONS ON CONTROL OF NETWORK SYSTEMS, and is currently an
Editor of the IEEE TRANSACTIONS ON INFORMATION THEORY and Queuing
Systems.

Guodong Shi (M’15) received the B.Sc. degree
in mathematics and applied mathematics from the
School of Mathematics, Shandong University, Jinan,
China, in 2005, and the Ph.D. degree in systems the-
ory from the Academy of Mathematics and Systems
Science, Chinese Academy of Sciences, Beijing,
China, in 2010. From 2010 to 2014, he was a
Post-Doctoral Researcher with the Autonomic Com-
plex Communication nEtworks, Signals and Systems
Linnaeus Centre, KTH Royal Institute of Technol-
ogy, Stockholm, Sweden. Since 2014, he has been

with the Research School of Engineering, The Australian National University,
Canberra, ACT, Australia, where he is currently a Senior Lecturer and Future
Engineering Research Leadership Fellow. He held a visiting position at the
University of New South Wales, Canberra, in 2014, and is currently an
Honorary Associate with the Australian Center for Field Robotics, School
of Aerospace, Mechanical and Mechatronic Engineering, The University of
Sydney, Australia. His current research interests include distributed control
systems, quantum networking and decisions, and social opinion dynamics.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


