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Evolutionarily Stable Strategy of Networked
Evolutionary Games

Daizhan Cheng, Fellow, IEEE, Tingting Xu, and Hongsheng Qi

Abstract— The evolutionarily stable strategy (ESS) of net-
worked evolutionary games (NEGs) is studied. Analyzing the
ESS of infinite popular evolutionary games and comparing it
with networked games, a new verifiable definition of ESS for
NEGs is proposed. Then, the fundamental evolutionary equation
(FEE) is investigated and used to construct the strategy profile
dynamics (SPDs) of homogeneous NEGs. Two ways for verifying
the ESS are proposed: 1) using the SPDs to verify it directly.
The SPDs provides complete information about the NEGs, and
then necessary and sufficient conditions are revealed. It can be
used for NEGs with small size and 2) some sufficient conditions
are proposed to verify the ESS of NEGs via their FEEs. This
method is particularly suitable for large scale networks. Some
illustrative examples are included to demonstrate the theoretical
results.

Index Terms— Evolutionarily stable strategy (ESS), fundamen-
tal evolutionary equation (FEE), networked evolutionary game
(NEG), semitensor product (STP) of matrices.

I. INTRODUCTION

THE LAST few decades have witnessed the increasing
applications of concepts from game theory to the study

of evolutions in biological systems [3], [28]. Particularly,
it was shown that evolution could lead to cooperation [1],
[2], [17]. Based on this observation and accompanying the
development of network theory, networked evolutionary game
(NEG) becomes a hot topic, because it is very likely that
there are some topological structures, precisely the spacial
relations, which decide the interactions among the players in
evolutionary games [15], [20], [24].

Recently, the investigation of NEGs has attracted much
attention from biologists, physicists, and system scientists,
and so on, some new approaches and interesting results have
been reported. For instance, some interesting develops are:
1) how the effective payoffs in the prisoner’s dilemma game
facilitate cooperation [25]; 2) the impact of link deletions on
cooperation for public goods game [13] and for prisoner’s
dilemma game [26]; 3) social dilemmas on evolving random
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networks [27] and cooperation on scale-free networks [16];
and 4) evolution of public goods game on two interdependent
networks [30], [31]. A comprehensive review on the evolu-
tionary dynamics of NEGs can be found in [18].

Stability is one of the most important issues in this paper of
the evolutionary games, because it shows where an evolution
will go [23]. To study this property, the evolutionarily stable
strategy (ESS) was first proposed in [21]. An ESS is a strategy
such that, if all the members of a population adopt it, then
no mutant strategy could invade the population under the
influence of natural selection. ESS has then been studied and
used widely. A detailed discussion is presented in [22]. Some
new developments can be found in [12].

In the classical literature, the ESS was investigated under the
assumption that all the members in the group play with each
other or randomly. But for an NEG, a particular connected
topology (or an adjacent graph) is given and each member can
only play with its neighborhood members. So for NEGs the
ESS should be different from the ESS of classical evolutionary
games. So the ESS of NEGs is still an open problem.

Recently, a new mathematical tool, namely, semitensor
product (STP) of matrices, has been used to investigate logical
networks, including Boolean networks. The basic topological
structures of Boolean networks have been studied [4], [6], [8].
Then, the control of Boolean networks have also been inves-
tigated [5], [14]. We also refer to [7] for a comprehensive
introduction to STP approach for Boolean networks.

In this paper, the STP will be used to investigate the ESS of
NEGs. We first review the fundamental evolutionary equation
(FEE) of NEGs, proposed in [10]. Then, we consider how
to use it to produce the strategy profile dynamics (SPDs)
of NEGs. In fact, SPD is the overall network dynamics.
After that a definition of ESS of NEGs is proposed, and
demonstrates that the definition coincides with the classical
definition. Finally, two ways for verifying the ESS of the
NEGs are proposed: 1) using the SPDs to verify it directly.
In principle, this method is universally applicable to any
networks. However, because of the computational complexity,
this method can be used for small-size NEGs and 2) some
sufficient conditions are proposed to verify the ESS of NEGs
via their FEEs. This method has much less computational load
and can be used for large scale NEGs.

The rest of this paper is organized as follows. Section II
provides some fundamental concepts and notations for describ-
ing NEGs. Particularly, the STP of matrices is briefly intro-
duced. Section III reviews the FEE of an NEG, and then
consider how to use FEE to produce the SPDs of an NEG.
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TABLE I

PAYOFF TABLE (HAWK–DOVE GAME)

The ESS of NEGs is defined and discussed in Section IV. In
Section V, the ESS of both homogeneous and heterogeneous
NEGs are investigated via their FEEs. Some illustrative exam-
ples are presented. Section VI consists of some concluding
remarks.

II. PROBLEM FORMULATION

A. General Definition of ESS

This subsection briefly reviews some basic concepts about
ESS.

Definition 2.1 ([22]): Consider an evolutionary game. An
ESS is a strategy such that, if all the members of a population
adopt it, then no mutant strategy could invade the population
under the influence of natural selection.

This definition has a very clear physical (or biological)
meaning. As mentioned in [22]: the idea can be applied equally
well to any kind of phenotypic variations. However, it does
not provide a rigorous mathematical concept, which is easily
verifiable. Let us observe an example, which was used in [22]
as a detailed description of the ESS.

Example 2.2 ([22]): Consider the Hawk–Dove game. The
game is symmetric and the payoff matrix is as in Table I,
where E(X, Y ) is the payoff of individual adopting X against
a Y opponent, X, Y ∈ {H, D}.

Let p be the frequency of H strategists in the population,
W (H ) and W (D) be the fitnesses of H and D strategists,
respectively. In addition, before the contest, all individuals
have fitness W0.

Then if each individual engages in one contest, we have{
W (H ) = W0 + pE(H, H ) + (1 − p)E(H, D)

W (D) = W0 + pE(D, H ) + (1 − p)E(D, D).
(1)

Suppose that individuals reproduce their kind asexually, in
numbers proportional to their fitnesses. The frequency p′ of
hawks in the next generation is

p′ = pW (H )/W (2)

where W = pW (H ) + (1 − p)W (D).
Now, assume H is an ESS and D is a mutant, then (1 − p)

should be very small. Since H is stable, W (H ) > W (D). It
follows that:

either E(H, H ) > E(D, H )

or E(H, H ) = E(D, H ) and E(H, D) >E(D, D). (3)

Equation (3) is referred to as the standard conditions for
an ESS, however, it should be clear that they apply only to
the particular model · · · with an infinite population, asexual
inheritance, and pairwise contests [21].

Equation (3) may be used as a definition of ESS,
which has mathematical rigorousness. However, its drawback

lies on: 1) infinite population and 2) two alternative strategies.
In addition, its necessity has not been proved.

When the NEGs are considered, a natural question is:
is (3) applicable to NEGs? (3) seems to be a sufficient
condition for ESS of evolutionary games. In addition, (2)
is only one strategy updating rule (SUR). Comparing with
most SURs of NEGs, (2) seems too artificial. In addition,
it is based on a complete network graph, while general
NEGs have different graph structures. We may conclude
that (3) seems not applicable to general NEGs. That is,
we need to seek a proper verifiable definition of ESS for
NEGs.

B. STP of Matrices

Before reviewing the SPT of matrices, some con-
cepts/notations are listed as follows.

1) Mm×n is the set of m × n real matrices.
2) Coli (M) is the i th column of matrix M; Col(M) is the

set of columns of M .
3) Dk := {1, 2, . . . , k}.
4) δi

n := Coli (In), i.e., it is the i th column of the identity
matrix.

5) �n := Col(In).
6) M ∈ Mm×n is called a logical matrix if Col(M) ⊂ �m ,

the set of m × n logical matrices is denoted by Lm×n .

7) Assume L ∈ Lm×n , then L = [
δ

i1
m δ

i2
m . . . δ

in
m

]
. Its

shorthand form is L = δm [i1 i2 . . . δm].

8) r = [r1, . . . , rm ]T ∈ R
m is called a probabilistic vector,

if ri ≥ 0, i = 1, . . . , m, and
∑m

i=1 ri = 1. The set of k
dimensional probabilistic vectors is denoted by Υm .

9) If M ∈ Mm×n and Col(M) ⊂ Υm , M is called a
probabilistic matrix. The set of m × n probabilistic
matrices is denoted by Υm×n .

10) 1n = (1, 1, . . . , 1︸ ︷︷ ︸
n

)T .

The STP of matrices is a basic tool in our approach. We
give a brief review here and refer to [7], [9] for details.

Definition 2.3: Let A ∈ Mm×n and B ∈ Mp×q . Denote by
t := l cm(n, p) the least common multiple of n and p. Then,
we define the STP of A and B as

A � B := (
A ⊗ It/n

) (
B ⊗ It/p

) ∈ M(mt/n)×(qt/p). (4)
Remark 2.4

1) When n = p, A � B = AB . Thus, the STP is a
generalization of the conventional matrix product.

2) STP keeps all the major properties of the conventional
matrix product unchanged.

3) Throughout this paper, the matrix product is assumed to
be STP, and mostly, the notation � is omitted.

The following is a special property for STP, which will be
used in the sequel.

Proposition 2.5: Let x ∈ R
t be a column vector. Then for

a matrix M

x � M = (It ⊗ M) � x . (5)
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Definition 2.6: Define a matrix

W[n,m] := δmn [ 1, m + 1, 2m + 1, . . . , (n − 1)m + 1,

2, m + 2, 2m + 2, . . . , (n − 1)m + 2, . . . ,

n, m + n, 2m + n, . . . , mn] ∈ Mmn×mn

(6)

which is called a swap matrix.
The following is a fundamental property of swap matrix.
Proposition 2.7: Let X ∈ R

m and Y ∈ R
n be two column

vectors. Then

W[m,n] � X � Y = Y � X. (7)
Finally, we consider how to express a k-valued logical

function into an algebraic form.
Theorem 2.8 [(9)]

1) Let f : Dn
k → Dk be a k-valued logical function,

expressed as

y = f (x1, . . . , xn). (8)

Identify i ∼ δi
k, i = 1, 2, . . . , k. Then, there exists a

unique logical matrix M f ∈ Lk×kn , called the structure
matrix of f , such that under vector form (8) can be
expressed as

y = M f �
n
i=1 xi (9)

where y, xi ∈ �k , i = 1, . . . , n. (9) is called the
algebraic form of (8).

2) If in item 1) Dk is replaced by Υk , then the result
remains true except that the structure matrix M f in (9)
is replaced by an M f ∈ Υk×kn .

C. Networked Evolutionary Game

We first briefly review the framework for NEGs, proposed
in [10]. In this paper, only the symmetric case is considered.
The basic concepts are summarized in the following defini-
tions.

Definition 2.9

1) Given an undirected graph (N, E), where N is the set
of nodes and E ⊂ N × N is the set of edges. In the
graph x1-x2-. . .-xk is called a path, if (xi , xi+1) ∈ E ,
i = 1, . . . , k − 1.

2) Let x0 ∈ N . The d-neighborhood of x0, denoted by
Ud(x0), is defined as: y ∈ Ud(x0), if and only if there
is a path from x0 to y with length less than or equal to
d , where d ≥ 1. Briefly denote U(x0) := U1(x0).

Definition 2.10: A fundamental network game (FNG) is a
special normal game [11]. It consists of three factors:

1) 2 players N = {i, j};
2) both players have the same set of strategies: S =

{1, . . . , k};
3) each player, say i , has its payoff function ci, j : S2 →

R. Note that for a symmetric game the payoffs satisfy
ci, j (si , s j ) = c j,i (s j , si ), where si , s j ∈ S.

Definition 2.11: A SUR, �, is a rule, which decides the
strategy of a player i at time t +1 by the strategies {x j (t)| j ∈

U(i)} and payoffs {c j (t)| j ∈ U(i)} of its neighborhood
players at time t .

Now, we are ready to give the framework for NEGs.
Definition 2.12: A NEG, denoted by ((N, E), G,�), con-

sists of three ingredients:
1) an undirected graph (N, E);
2) an FNG, G, such that if (i, j) ∈ E , then i and j

play FNG with strategies xi (t) ∈ S and x j (t) ∈ S,
respectively;

3) a local information based SUR.

In addition, assume ci, j is the payoff of the FNG between i
and j for player i . Then, the overall payoff of player i is

ci (t) = 1

|U(i)| − 1

∑
j∈U (i)\i

ci j (t), i ∈ N. (10)

By definition, a SUR can be expressed as

xi(t + 1)= fi
({x j (t), c j (t)

∣∣ j ∈ U(i)}) , t ≥ 0, i ∈ N. (11)

In addition, since c j (t) depends on the strategies of its
neighborhood players, i.e., {xk(t) | k ∈ U( j)} only, it follows
immediately that [10]:

xi (t + 1) = fi
({x j (t)

∣∣ j ∈ U2(i)}
)
, t ≥ 0, i ∈ N. (12)

In fact, the fi in (11) and (12) are not the same. To avoid the
notational mess, we use the same symbol for both. We call
(12) the FEE of the NEG.

Remark 2.13

1) When the network graph is homogeneous, i.e., the
degree of each node is unique, the FEEs for all nodes
are the same.

2) Notice that (12) is a k-valued logical dynamic system.
Using Theorem 2.8, we can express (12) into its alge-
braic form as

xi (t + 1) = Mi � j∈U2(i) x j (t), t ≥ 0, i ∈ N. (13)

Set � = |U2(i)|, then in (13) the Mi ∈ Lk×k� when
pure strategies are used; and Mi ∈ Υk×k� when mixed
strategies are used.

We collect some SUR in the following example. Some of
them are used in the sequel.

Example 2.14: The following are some commonly used
SUR.

1) �-I : Unconditional imitation [15] with fixed priority.
The best strategy from strategies of neighborhood play-
ers { j | j ∈ U(i)} at time t is selected as the strategy of
player i at time t + 1, denoted by xi(t + 1). Precisely, if

j∗ = argmax j∈U (i) c j (x(t)) (14)

then

xi (t + 1) = x j∗(t). (15)

When the players with the best payoff are not unique,
say

argmax j∈U (i) c j (x(t)) := { j∗
1 , . . . , j∗

r } (16)
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then we may choose the one corresponding to a
priority as

j∗ = min{μ | μ ∈ argmax j∈U (i) c j (x(t))}. (17)

This method leads to a deterministic k-valued dynamics.
2) �-II : Unconditional imitation with equal probability for

best strategies. When the best payoff player is unique, it
is the same as �-I. When the players with best payoff
are not unique, say, as in (16), then we randomly choose
one with equal probability. That is

xi (t + 1) = x j∗
μ
(t), with probability pi

μ = 1

r
μ = 1, . . . , r. (18)

This method leads to a probabilistic k-valued dynamics.
3) �-III : Simplified Fermi rule [24], [29]. That is, ran-

domly choose a neighborhood j ∈ U(i). Comparing
c j (x(t)) with ci (x(t)) to determine xi (t + 1) as

xi (t + 1) =
{

x j (t), c j (x(t)) > ci (x(t))

xi (t), otherwise.
(19)

This method leads to probabilistic k-valued dynamics.
4) �-I V (�-V ): Myopic best response adjustment

rule [32]

xi(t + 1) = argmaxx∈S

(
ci (x), c j (x j (t)), j ∈ U(i)

)
.

(20)

If the right hand side of (20) is not unique, (17) or (18)
can be used, respectively, to get two different SURs,
denoted by �-I V and �-V , respectively.

Next, we give a topological structure to the set of profiles
by defining a distance on this set.

Define a sequence of matrices π [n,k]
j ∈ Lk×kn , j =

1, . . . , n as

π [n,k]
i = 1T

ki−1 ⊗ Ik ⊗ 1T
kn−i , i = 1, . . . , n. (21)

A straightforward computation shows that
Proposition 2.15: Let xi ∈ Υk , i = 1, . . . , n, such that x =

�
n
i=1xi . Then, xi , i = 1, . . . , n, are uniquely determined by

xi = π
[n,k]
i x, i = 1, . . . , n. (22)

Definition 2.16

1) Let p, q ∈ R
k . Then the distance of p and q is defined

as d(p, q) =
k∑

i=1
|pi − qi |.

2) Let x, y ∈ Υkn , xi = π [n,k]
i x , yi = π [n,k]

i y, i = 1, . . . , n.
Then

‖x − y‖ := 1

2

n∑
j=1

d(x j , y j ). (23)

Remark 2.17: Consider a networked game with n players
(nodes), and the common strategy set S = {1, 2, . . . , k}.
Identifying i ∼ δi

k , i = 1, . . . , k, then a profile of pure
strategies is x = �

n
i=1xi ∈ �kn . It is clear that for two profiles

x, y: ‖x − y‖ = r , if and only if, in these two profiles there
are r different strategies. That is, there are r players, who take
different actions.

TABLE II

PAYOFF BI-MATRIX OF PRISONER’S DILEMMA

III. FEE AND SPD

A. FEE of NEGs

The FEE of an NEG, proposed in [10], has two equivalent
forms. Equation (12) is its logical form, and (13) is its
algebraic form.

According to the payoff bi-matrix, they can be calculated.
We give a simple algorithm as follows.

Algorithm 3.1: Consider a node (player) i .
1) Step 1: For each j ∈ U(i) consider k ∈ U( j). According

to x j (t) and xk(t), c j,k(t) can be calculated.
2) Step 2: Using formula (10), c j (t), j ∈ U(i) can be

calculated.
3) Step 3: Using the c j (t), j ∈ U(i) and according to the

SUR, xi (t + 1) can be figured out.
We give an example to describe this algorithm.
Example 3.2: Assume there are countable players {i | i ∈

Z} on a line R, where axis R is considered as its graph. Then
for each player i , its neighborhood U(i) = {i − 1, i, i + 1},
and its second neighborhood is U2(i) = {i − 2, i − 1, i, i +
1, i+2}. Assume each i plays the prisoner’s dilemma [19] with
its neighborhood players. That is, S0 = {1, 2}, where 1 means
cooperate and 2 means defect. The payoff bi-matrix is as in
Table II, where the profile is composed of the strategies of
five players in the order of (xi−2, xi−1, xi , xi+1, xi+2).

Set P = −6, R = −5, S = −5, and T = −3, then we can
figure out the profile dynamics as in Table III. In the table,
the first row (profile) means the strategies of k ∈ U2(i). For
instance, 11 122 means player i − 2, i − 1, i take strategy 1
at t , and i + 1, i + 2 take strategy 2 at t ; ci−1(t), ci (t), and
ci+1(t) are the payoffs of players i − 1, i , i + 1 at time t ,
respectively; and xi (t + 1) is the strategy of player i at time
t + 1, which is determined by the SUR.

Collecting the values of xi(t + 1) in Table III, the FEE can
be obtained as

xi(t + 1) = M �
2
j=−2 xi+ j (t) (24)

where the structure matrix is

M = δ2[1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2
1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2]. (25)

B. Calculation of SPD via FEE

This subsection considers how to use FEE to produce the
SPD for an NEG. We need the following lemma, which can
be proved by a straightforward computation.

Lemma 3.3: Assume X ∈ Υp and Y ∈ Υq .
We define two dummy matrices: 1) D[p,q]

f , named by

front-maintaining operator (FMO) and 2) D[p,q]
r , named by

rear-maintaining operator (RMO), respectively, as follows:

D[p,q]
f = Ip ⊗ 1T

q

D[p,q]
r = 1T

p ⊗ Iq .
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TABLE III

FROM PAYOFFS TO NEXT STRATEGY

Then we have

D[p,q]
f XY = X. (26)

D[p,q]
r XY = Y. (27)

The function of (26) and (27) is to add some dummy factors
at the rear [front] of the original variables. Now, we give
another algorithm to describe how to calculate the SPDs using
FEE.

We need one more concept.
Definition 3.4 ([9]): Let M ∈ Mp×n , N ∈ Mq×n . Then,

the Khatri–Rao product of M and N , denoted by M ∗ N ∈
Mpq×n , is defined column by column as follows:

Coli (M ∗ N) = Coli (M) � Coli (N), i = 1, . . . , n. (28)
Algorithm 3.5

1) Step 1: From the FEE (12) to calculate its algebraic form
(13) as

xi (t + 1) = Mi � j∈U2(i) x j (t), i = 1, . . . , n (29)

where Mi ∈ Lk×k|U2 (i)| .
2) Step 2: Use Lemma 3.3 [equivalently, formulas (26) and

(27)] to add some dummy factors such that the product
in (29) can be a product of all factors, xi , i = 1, . . . , n
as

xi (t + 1) = Wi �
n
j=1 x j , i = 1, . . . , n. (30)

3) Step 3: Denote by x := �
n
j=1x j . The SPDs can be

constructed as [7]

x(t + 1) = Lx(t) (31)

where L ∈ Lkn×kn is determined by

L = W1 ∗ W2 ∗ . . . ∗ Wn . (32)

Equation (31) is called the algebraic form of the SPDs. It
is the dynamics of the NEG.

An NEG is said to be homogeneous, if each node has the
same degree [10]. Otherwise, it is heterogeneous. A homo-
geneous NEG has a universal FEE, and its SPDs is uniquely

determined by its unique FEE. This is demonstrated in the
following example.

Example 3.6: Recall Example 3.2. Assume the network
graph Z ∈ R is replaced by S6. It is clearly homogeneous. In
addition, the FEE of each player is (24) and (25). We construct
its SPDs as follows.

It is easy to calculate that

x1(t + 1) = Mx5x6x1x2x3

= M
(
D[2,4]

r x4x5x6
)
x1x2x3

= M D[2,4]
r W[8,8]x1x2x3x4x5x6

= W1x(t)

where x(t) = �
6
i=1xi (t) and

W1 = M D[2,4]
r W[8,8]

= δ2[1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2,

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2,

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2,

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2].
Similarly, we have

xi (t + 1) = Wi x(t), i = 2, 3, 4, 5, 6

and

W2 = M D[2,2]
r W[4,16]

= δ2[ 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2

1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2]
W3 = M D[32,2]

f

= δ2[ 1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

1, 1, 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2]
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Fig. 1. Network with a mutant at O .

W4 = M D[2,32]
r

= δ2[ 1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

1, 1, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2]
W5 = M D[32,2]

f W[4,16]
= δ2[ 1, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 2, 2

1, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 2, 2

1, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 2, 2

1, 2, 2, 2, 2, 2, 2, 2, 1, 2, 2, 2, 2, 2, 2, 2]
W6 = M D[32,2]

f W[8,8]
= δ2[ 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2

1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2, 1, 2, 2, 2

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2

2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2, 2].
Finally, the SPDs is

x(t + 1) = Lx(t)

where

L = W1 ∗ W2 ∗ W3 ∗ W4 ∗ W5 ∗ W6

= δ64[1, 52, 24, 56, 15, 64, 32, 64, 13, 64, 32, 64, 15, 64

32, 64, 41, 60, 64, 64, 47, 64, 64, 64, 45, 64, 64, 64

47, 64, 64, 64, 50, 52, 56, 56, 64, 64, 64, 64, 62, 64

64, 64, 64, 64, 64, 64, 58, 60, 64, 64, 64, 64, 64, 64

62, 64, 64, 64, 64, 64, 64, 64].

IV. ESS OF NEG

A. Comparing ESSs of NEGs With Classical
Evolutionary Games

As mentioned in Section I, the ESS is a fundamental concept
for evolutionary games. It is natural to extend it to the NEGs.
Consider the ESS defined by (3). Assume on an NEG all nodes
reach the strategy H , and then a mutant appears at node O,
we refer to Fig. 1 for this.

First, we recall (3) to see whether it works for the NEGs.
Since the probability for mutants is small, we assume there
is no other mutant within U2(O). Ignoring W0, we assume

U(O) = {O, B1, . . . , Br } and |U(Bi)| − 1 = �i , i = 1, . . . , r

ci (Bi ) = 1

�i
[(�i − 1)E(H, H ) + E(H, D)] , i = 1, . . . , r

c0(O) = E(D, H ).

Assume we use �-I as the SUR, which is basically the
simple best neighborhood choice. One sees easily that even
if we assume E(H, H ) > E(D, H ), we are not able to
assure ci (Bi ) > c0(O), which means the mutant may not be
eliminated at the next iteration and so forth.

Next, we consider the SUR described by (2). It can not
be applicable to NEGs too, because for NEGs, a player can
only get the information of its neighborhood players. Hence,
we need a new precise definition of the ESS for NEGs. It is
not difficult to verify that the following definition verifies the
general Definition 2.1.

Definition 4.1

1) For a given NEG a strategy ξ ∈ S is called an ESS,
if there exists a μ ≥ 1, such that as long as the initial
strategy profile y0 satisfies

‖y0 − x0‖ ≤ μ (33)

we have

lim
t→∞ y(t, y0) = x0 (34)

where x0 = ξn . Moreover, ξ is called the ESS of level μ.
2) If for any i ∈ N , the strategies within Uk(i) allow up to

μ mutants, precisely∥∥∥(y0 − x0)
∣∣
Uk(i)

∥∥∥ ≤ μ, ∀ i ∈ N (35)

we have (34), then ξ is called the ESS of level μ/[k].
Remark 4.2

1) When the population n is finite, (34) can be replaced
by: there exists a T > 0 such that

y(t, y0) = x0, t ≥ T . (36)

2) Observing Remark 2.17, Definition 4.1 means at least
one mutant could not affect the population under
the evolutionary updating rule. We, therefore, usually
choose μ as a positive integer.

3) It is clear that the μ can be used to measure the
robustness of the stability. So the higher the level the
more robust the ESS.

B. Verifying ESS via SPDs

Since the SPDs is the dynamics of overall NEG, it can be
used to verify ESS directly. We give an example to describe
this.

Example 4.3: Assume the NEG is almost the same as the
one in Example 3.2, except that the network graph is S7.
Using FEE obtained in Example 3.2 and similar calculation in
Example 3.6, we can get the SPDs as

x(t + 1) = Lx(t) (37)
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where x(t) = �
7
i=1xi (t), and

L = δ128
[1 68 8 72 15 80 16 80 29 96 32 96
31 96 32 96 57 124 64 128 63 128 64 128
61 128 64 128 63 128 64 128 113 116 120 120
127 128 128 128 125 128 128 128 127 128 128 128
121 124 128 128 127 128 128 128 125 128 128 128
127 128 128 128 98 100 104 104 112 112 112 112
126 128 128 128 128 128 128 128 122 124 128 128
128 128 128 128 126 128 128 128 128 128 128 128
114 116 120 120 128 128 128 128 126 128 128 128
128 128 128 128 122 124 128 128 128 128 128 128
126 128 128 128 128 128 128 128].

It is easy to calculate that

Lk = δ128
[1 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128 128 128 128 128
128 128 128 128 128 128 128 128]

where k ≥ 3.
It is clear that unless x(0) = δ1

128, which leads to x(∞) =
x(3) = δ1

128 ∼ (1, 1, 1, 1, 1, 1, 1), any other initial states
converge to δ128

128 ∼ (2, 2, 2, 2, 2, 2, 2).
We conclude that ξ = δ2

2 ∼ 2 (i.e., strategy 2) is an ESS.
In addition, it is so strong that we can choose μ = 6, and as
long as |y0 − x0| ≤ μ, (where x0 = ξ7), and setting T = 3,
(36) holds. Hence, the ESS is of level 6.

Meanwhile, if we consider another strategy η = δ1
2 ∼ 1.

Then, it is clear that η is not an ESS, because for any mutant
|y0 − η7| ≥ 1, we have y(t, y0) → ξ . That is, the mutant
strategy will invade and eventually dominate the population.

Remark 4.4: Observing Example 4.3, we set H = δ2
2 ∼ 2

and D = δ1
2 ∼ 1. Then one sees that

E(H, H ) = −6 < E(D, H ) = −5.

That is, (3) is not true. So in NEG case, (3) is also not
necessary for the ESS.

We have calculated Si , for 5 ≤ i ≤ 13, and shown that for
all for them δ1

2 is not an ESS and δ2
2 is stable. One may guess

this is also true for all i ≥ 5. But as i is large, this method is
not applicable because of the computational complexity.

Remark 4.5:

1) Even if a network is heterogeneous, its SPDs is still
computable provided that the network size is small.
Hence, the ESS of a heterogeneous NEG can also be
verified via its SPDs.

2) If the network size is not small, the SPDs for either
homogeneous or heterogeneous NEGs can hardly be
calculated, because of the computational complexity.
Thus, some other techniques need to be developed.

V. VERIFICATION OF ESS VIA FEE

In Section IV, we considered how to verify the ESS of
a strategy using the SPDs of the NEG. For an NEG with
large population, constructing the SPDs becomes difficult. For
instance, in Example 4.3, when n > 15 or so, it is almost
impossible to construct the structure matrix of the SPDs in
personal computers. If 2-D case, say, Sm × Sn , or even higher
dimensional cases are investigated, verifying ESS via SPDs
seems hopeless because of the computational complexity.

In this section, we consider how to verify the ESS of a
strategy via the FEE of the NEG. To begin with, we consider
the iteration of FEE.

A. Iteration of FEE in Homogeneous Case

For homogeneous case we have unique FEE. Consider the
strategy of a fixed point i , to get an updated strategy xi (t0 +1)
via FEE, we need to know {x j (t0) | j ∈ U2(i)}, where t0 is a
given initial moment. We express it as

xi (t0 + 1) = f (x j (t0)
∣∣ j ∈ U2(i)). (38)

Equation (38) is exactly the ESS for i . If we want to get two
step updated strategy xi (t0+2) via FEE, we surely need all the
information about the strategies over U4(z0). This procedure
can be described as

xi (t0 + 2) = f (x j (t0 + 1)
∣∣ j ∈ U2(i))

= f 2(xk(t0)
∣∣ k ∈ U4(i)). (39)

Keep going like this, we can find r step updated strategy
xi (t0+r) over a set of nested neighborhoods (refer to Fig. 2) as

xi (t0 + r) = f r (xk(t0)
∣∣ k ∈ U2r (i)), r = 1, 2, . . . (40)

It is worth noting that the iterative expression (40) is
formally different from conventional mapping. However, it is
only a specification of a general mapping

xi (t0 + 1) = f (x j (t0) | j ∈ N), i ∈ N (41)

and

xi(t0 + r) = f r (xk(t0) | k ∈ N), i ∈ N. (42)

However, only part of {xk(t0) | k ∈ N} are used. Thus, (38)
and (40) are the same as (41) and (42), respectively. The only
difference is the arguments which have been specified.

Next, we consider the heterogeneous case. For xi (t0 + 1)
we have

xi (t0 + 1) = fi (x j (t0)
∣∣ j ∈ U2(i)). (43)

It is almost the same as (38). As for 2 step case, we have

xi(t0 + 2) = fi (x j (t0 + 1) | j ∈ U2(i))

x j (t0 + 1) = f j (xk(t0) | k ∈ U2( j)), j ∈ U2(i). (44)

We briefly rewrite (44) as

xi (t0 + 2) = f 2
i (xk(t0) | k ∈ U4(i)). (45)

It means two iterations by using the information {xk(t0) | k ∈
U4(i)} is enough. However, note that { f j | j ∈ U2(i)} are also
used. Similarly, we can denote

xi (t0 + r) = f r
i (xk(t0) | k ∈ U2r (i)). (46)
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Fig. 2. Iteration over nested neighborhoods.

B. ESS of Homogeneous NEGs

Note that for a homogeneous NEG the FEE is unique.
In addition, |Us(i)|, s = 1, 2, . . . are independent of i , we,
therefore, can denote ds := |Us(i)|.

Using the iterative expression, we have the following result.
Theorem 5.1: Given a homogeneous NEG. Assume its

unique FEE is

xi (t + 1) = f
({x j (t)

∣∣ j ∈ U2(i)}
)
, t ≥ 0, i ∈ N. (47)

1) A strategy ξ is ESS of level μ/[2r ] (μ ≥ 1), if there
exists an integer r ≥ 1, such that for any i ∈ N , and the
strategies xk , k ∈ U2r (i), satisfying

∑
k∈U2r (i) |xk −ξ | ≤

μ, we have

f r (xk
∣∣ k ∈ U2r (i)) = ξ, ∀ i ∈ N. (48)

2) A strategy ξ is not ESS, if for any x j , j ∈ U2(i),
satisfying

∑
j∈U2(i) |x j − ξ | ≥ 1, we have

f (x j | j ∈ U2(i)) �= ξ. (49)
Proof

1) First, notice that (48) is independent of i , because the
NEG is homogeneous, as long as (48) holds for any
one i , it is also true for all i . Next, according to (40),
(48) means that even if in the U2r (i) there are up to μ
mutants, after r generations (i.e., iterations), and all the
mutants will disappear.

2) According to (49) one sees that if there is one or more
mutant(s), then after one step we still have at least one
mutant. Thus, the mutant(s) will never disappear.

It is obvious that as long as the mutants are distributed
sparsely, then the requirement

∑
k∈U2r (i) |xk − ξ | ≤ μ is

satisfied.
Particularly, we can easily check the case when μ = 1.
Proposition 5.2: Assume the mutants are so sparse that for

any two mutants i, j

U2r (i) ∪ U2r ( j) = ∅ (50)

Then for any i ,
∑

k∈U2r (i) |xk − ξ | ≤ 1 is satisfied.
In fact, μ = 1 is the most useful case.
Example 5.3: Recall Example 4.3. Its FEE was obtained in

Example 3.2. Using a similar argument as in Example 4.3, it
is ready to see that ξ = δ2

2 verifies (48) with r = 1, μ = 4.
Hence, for any Sn , n > 5, or even n = ∞, ξ = δ2

2 is an ESS
of level 4. Similarly, η = δ1

2 verifies (49), hence η = δ1
2 is not

ESS for any Sn .

C. ESS of General NEGs

This subsection considers the general case, where the net-
work is, in general, heterogeneous. Houwever, the results
obtained are also applicable to homogeneous case. We need
the following assumption.

A1: There exist two numbers p and q satisfying 1 ≤ p ≤
q < ∞, such that

p ≤ degree(i) ≤ q, ∀ i ∈ N. (51)

As mentioned in Remark 4.5 for general case, when the
network size is small, the ESS can be verified via its SPDs.
So the NEGs concerned in this subsection are of large size.
To deal with such networks, we propose a method called
the decomposition approach. We describe it via the following
example.

Example 5.4: Observing the network in Fig. 3(a), there is
a node O ∈ N with

U(O) = {O, A, C, F}
U2(O) = {O, A, B, C, D, E, F, G, H, I }
Ur (O) = . . . , r = 3, 4, . . . .

According to U(O), we split the network into three branches,
namely O1, O2, and O3, which are depicted in Fig. 3(b)–(d),
respectively. Notice that the number of branches equals to
|U(O)| − 1.

Assume ξ ∈ S is a strategy. We hope that if ξ is an ESS in
each branch, then it is also an ESS for overall network.

Under the assumption A1, one sees easily that for each node
there are at most q − p + 1 different kinds of branches.
Consider a node O, then O has |U(O)|− 1 branches and one
of its branches, denoted by i , is depicted in Fig. 4. Setting
s = |U(A)| − 2, we denote

xi
O = xO � x A � xB1 � · · · � xBs .

The corresponding FEE for the i th branch of node O is
denoted as

f i
O (xO , x A, xB1, . . . , xBs )

= Mi
O � xO � x A � xB1 � · · · � xBs ,

i = 1, . . . , |U(O)| − 1 (52)

where Mi
O ∈ Lk×ks+2 , i ∈ U(O)\{O}.

Let O ∈ N and i ∈ U(O)\{O}. Over each branch of O,
say i , we set Ui

r (O) the r th neighborhood of O with respect
to branch Oi . di

r := ∣∣Ui
r (O)

∣∣. Then, we compute the iterative
expression of FEE as

xi
O(t0 + 1) = f i

O (x j (t0)
∣∣ j ∈ Ui

2(O))

xi
O(t0 + 2) = ( f i

O )2(xk(t0)
∣∣k ∈ Ui

4(O))

...

xi
O(t0 + r) = ( f i

O )r (xk(t0)
∣∣k ∈ Ui

2r (O))

i ∈ U(O)\{O}. (53)

Then, we have the following result.
Theorem 5.5: Consider a general NEG and assume A1. Let

O ∈ N be any node. If there exist two integers μ ≥ 1 and
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Fig. 3. (a) U2(O). (b) O1. (c) O2. (d) O3.

r ≥ 1, such that any x j (t0), j ∈ U2r (O), which is the initial
strategy profile of { j | j ∈ U2r (O)} with

∑
j∈U2r (O) |x j (t0) −

ξ | ≤ μ, satisfying

xi
O (t0 + �) = x j

O(t0 + �)

∀ i, j ∈ U(O)\{O}� = 1, . . . , r − 1 (54)

xi
O(t0 + r) = x j

O(t0 + r) = ξ

∀ i, j ∈ U(O)\{O} (55)

then ξ is an ESS of level μ/[2r ].
Proof: According to (54) and (55) we can denote

xO(t0 + �) = xi
O(t0 + �), � = 1, . . . , r. (56)

For each branch Oi , according to the SUR, xi
O(t0 + �) =

xO(t0 + �) is the best selected strategy. Using the weighted
average (10), it is clear that xO(t0 + �) is also the best
selected strategy for O at time t0 + � with respect to overall
neighborhood U2�(O).

Fig. 4. Branch Oi .

TABLE IV

PROFILE DYNAMICS OF BRANCH (B)

TABLE V

PROFILE DYNAMICS OF BRANCH (C)

TABLE VI

PROFILE DYNAMICS OF BRANCH (D)

Finally, (54) and (55) assure that the strategy profile of each
branch Oi evolutes as if it is independent of the other branches.
Hence, the strategy of O at overall network converges to ξ
after r generations, which is exactly the same as it converges
to ξ at each branch.

Remark 5.6: The conditions (54) and (55) seem too restric-
tive. Our conjecture is: if in every branch O converges to ξ
then in the overall NEG O converges to ξ too.

Example 5.7: Consider an NEG, which is constructed as
follows:

1) the FNG is the prisoner’s dilemma as in Example 3.2
with parameters: P = −6, R = −5, S = −6, and
T = −3;

2) the network is heterogeneous and could be huge, we
do not care about its shape, but for any node i ∈ N ,
2 ≤ degree(i) ≤ 4. Then, there are only three kinds of
branches (refer to Fig. 3);

3) the SUR is assumed to be unconditional imitation �-I
(or �-II ).

We try to use Theorem 5.5 to find ESS. For the sake of
simplicity, we only use the information of U2(O). Hence, we
assume μ = 1. That is, we allow only one mutant at each kind
of branches Ui

2(O), i = 1, 2, 3. For each kind of branches we
check f i

O , and we need only to check the profile with one
mutant case. This is done in Tables IV–VI, respectively.

It is clear that the conditions (54) and (55) of Theorem 5.5
with r = 1 are satisfied. Therefore, Theorem 5.5 assures that
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ξ = δ2
2 is an ESS of level μ/[2r ] = 1/[2]. (The level could

be higher if we check Ui
4(O) for all i or so.)

When the higher dimension homogeneous cases are con-
sidered, Theorem 5.5 can provide a very simple and useful
result.

Corollary 5.8: Assume both A and B are same type of
homogeneous NEGs, i.e., their FEEs and SURs are the same,
and ξ is an ESS for both NEGs of level μ (or μ/[k]). Then,
μ is also an ESS of same level for the product NEGs.

Example 5.9: Consider Sm × Sn , where m and n are large,
could be ∞. Assume the prisoner’s dilemma with parameters:
P = −6, R = −5, S = −5, and T = −3 is played. According
to Example 5.3, ξ = δ2

2 is an ESS of level μ = 4 over both
Sn and Sm . According to Corollary 5.8, ξ = δ2

2 is also an ESS
of level μ = 4 for the product NEG.

VI. CONCLUSION

When an evolutionary game is considered, the ESS is
of fundamental importance, because it indicates the target
situation of the evolution. When the NEGs are considered,
ESS is also a key issue to be investigated. Using STP of
matrices, [10] proposed a rigorous mathematical model for
NEGs. This paper is a follow up of [10], and it contains mainly
of the following works.

1) Algorithms are proposed to get the SPDs of NEGs from
their FEEs.

2) The concept of ESS has been proposed for NEGs.
A comparison with the ESS of classical evolutionary
games has been done, certain differences have been
revealed.

3) Two ways for verifying ESSs were presented as:

a) using the SPDs to verify the ESS. It provides a nec-
essary and sufficient condition for a strategy to be
ESS. But because of the computational complexity,
it can be used for only small size NEGs;

b) using the FEEs to verify the ESS. Only a sufficient
condition has been obtained. It can be used for both
homogeneous and heterogeneous cases. But it is
efficient for large scale NEGs.

Though the method proposed in this paper covers both pure
strategy and mixed strategy cases, this paper is mainly working
with pure strategy case. More investigation for mixed strategy
case needs to be considered. There is also room for improving
the sufficient condition using FEEs.

Finally, the most challenging problem is to apply the results
to real biological systems. We leave this for further study.

REFERENCES

[1] R. Axelrod and W. D. Hamilton, “The evolution of cooperation,”
Science, vol. 211, pp. 1390–1396, Mar. 1981.

[2] R. Axelrod and D. Dion, “The further evolution of cooperation,” Science,
vol. 242, pp. 1385–1390, Dec. 1988.

[3] E. L. Charnov, The Theory of Sex Allocation. Princeton, NJ, USA:
Princeton Univ. Press, 1982.

[4] D. Cheng, “Input-state approach to Boolean networks,” IEEE Trans.
Neural Netw., vol. 20, no. 3, pp. 512–521, Mar. 2009.

[5] D. Cheng and H. Qi, “Controllability and observability of Boolean
control networks,” Automatica, vol. 45, pp. 1659–1667, Mar. 2009.

[6] D. Cheng and H. Qi, “State-space analysis of Boolean networks,” IEEE
Trans. Neural Netw., vol. 21, no. 4, pp. 584–594, Apr. 2010.

[7] D. Cheng, H. Qi, and Z. Li, Analysis and Control of Boolean Networks—
A Semi-Tensor Product Approach. London, U.K.: Springer-Verlag, 2011.

[8] D. Cheng, H. Qi, and Z. Li, “Model construction of Boolean network via
observed data,” IEEE Trans. Neural Netw., vol. 22, no. 4, pp. 525–536,
Apr. 2011.

[9] D. Cheng, H. Qi, and Y. Zhao, An Introduction to Semi-Tensor Prod-
uct of Matrices and its Applications. Singapore: World Scientific,
2012.

[10] D. Cheng, F. He, H. Qi, and T. Xu, “Modeling, analysis and control of
networked evolutionary games,” IEEE Trans. Autom. Control [Online].
Available: http://lsc.amss.ac.cn/~dcheng/preprint/NTGAME02.pdf

[11] R. Gibbons, A Primer in Game Theory. Glasgow, Scotland: Bell & Bain,
1992.

[12] H. Gintis, Game Theory Evolving. Princeton, NJ, USA: Princeton Univ.
Press, 2009.

[13] L. Jiang, M. Perc, W. Wang, Y. Lai, and B. Wang, “Impact of link
deletions on public cooperation in scale-free networks,” Europhys. Lett.,
vol. 93, no. 4, pp. 40001-1–40001-6, Feb. 2011.

[14] D. Laschov and M. Margaliot, “A maximum principle for single-input
Boolean control networks,” IEEE Trans. Autom. Control, vol. 56, no. 4,
pp. 913–917, Apr. 2011.

[15] M. A. Nowak and R. M. May, “Evolutionary games and spatial chaos,”
Nature, vol. 359, pp. 826–829, Oct. 1992.

[16] M. Perc, “Evolution of cooperation on scale-free networks subject to
error and attack,” New J. Phys., vol. 11, p. 033027, Mar. 2009.

[17] M. Perc and A. Szolnoki, “Coevolutionary games—A mini review,”
BioSystems, vol. 99, pp. 109–125, Oct. 2010.

[18] M. Perc, J. G. Gardeñes, A. Szolnoki, L. M. Floria, and Y. Moreno,
“Evolutionary dynamics of group interactions on structured populations:
A review,” J. R. Soc. Inter., vol. 10, p. 20120997, Jan. 2013.

[19] E. Rasmusen, Games and Information: An Introduction to Game Theory.
4th ed. Oxford, U.K.: Blackwell, 2007.

[20] F. C. Santos, M. D. Santos, and J. M. Pacheco, “Social diversity
promotes the emergence of cooperation in public goods games,” Nature,
vol. 454, pp. 213–216, Jul. 2008.

[21] J. M. Smith and G. R. Price, “The logic of animal conflict,” Nature,
vol. 246, pp. 15–18, Nov. 1973.

[22] J. M. Smith, Evolution and the Theorem of Games. Cambridge, U.K.:
Cambridge Univ. Press, 1982.

[23] S. Suzuki and E. Akiyama, “Evolutionary stability of first-order-
information indirect reciprocity in sizable groups,” Theor. Popul. Biol.,
vol. 73, pp. 426–436, May 2008.

[24] G. Szabo and C. Toke, “Evolutionary prisoner’s dilemma game on
a square lattice,” Phys. Rev. E, vol. 58, pp. 69–73, Jul. 1998.

[25] A. Szolnoki and M. Perc, “Towards effective payoffs in the prisoner’s
dilemma game on scale-free networks,” Phys. A, Statist. Mech. Appl.,
vol. 387, pp. 2075–2082, Nov. 2008.

[26] A. Szolnoki and M. Perc, “Emergence of multilevel selection in the pris-
oner’s dilemma game on coevolving random networks,” New J. Phys.,
vol. 11, p. 093033, Sep. 2009.

[27] A. Szolnoki and M. Perc, “Resolving social dilemmas on evolving
random networks,” Europhys. Lett., vol. 86, pp. 30007–30012, May
2009.

[28] P. D. Taylor and L. B. Jonker, “Evolutionary stable strategies and game
dynamics,” Math. Biosci., vol. 40, pp. 145–156, Jul. 1978.

[29] A. Traulsen, M. A. Nowak, and J. M. Pacheco, “Stochastic dynamics of
invasion and fixation,” Phys. Rev. E, vol. 74, pp. 011909-1–011909-5,
Jul. 2006.

[30] Z. Wang, A. Szolnoki, and M. Perc, “Evolution of public cooperation
on interdependent networks: The impact of biased utility functions,”
Europhys. Lett., vol. 97, pp. 48001–48006, Feb. 2012.

[31] Z. Wang, A. Szolnoki, and M. Perc, “Interdependent network reciprocity
in evolutionary games,” Sci. Rep., vol. 3, p. 1183, Jan. 2013.

[32] H. P. Young, “The evolution of conventions,” Econometrica, vol. 61,
pp. 57–84, Jan. 1993.



CHENG et al.: EVOLUTIONARY STABLE STRATEGY OF NEGs 1345

Daizhan Cheng (F’06) received the Degree from
Tsinghua University, Beijing, China, the M.S. degree
from the Graduate School, Chinese Academy of
Sciences, Beijing, and the Ph.D. degree from Wash-
ington University, St. Louis, WA, USA, in 1970,
1981, and 1985, respectively.

He has been a Professor with the Institute of
Systems Science, AMSS, Chinese Academy of Sci-
ences, Beijing, since 1990. He is the author or
co-author of 12 books, over 240 journal papers,
and over 130 conference papers. His current research

interests include nonlinear control systems, switched systems, Hamiltonian
systems, and Boolean control networks.

Dr. Cheng was the Chairman of Technical Committee on Control Theory,
Chinese Association of Automation from 2003 to 2010, and a member of
the IEEE CSS Board of Governors in 2009. He was an IFAC Fellow in 2008
and IFAC Council Member from 2011 to 2014. He received the Second Grade
National Natural Science Award of China in 2008, the Automatica 2008-2010
Best Theory/Methodology Paper Award, bestowed by IFAC, in 2011.

Tingting Xu received the B.S. degree in information
and computing sciences from the China University
of Mining and Technology, Beijing, China, in 2011.

She joined the Key Laboratory of Systems and
Control, Academy of Mathematics and Systems
Science, Chinese Academy of Sciences, in 2011.
Her current research interests include game theory,
genetic regulatory network, and multiagent system.

Hongsheng Qi received the B.S. degree in mathe-
matics and applied mathematics from Anhui Uni-
versity, Anhui, China, and the Ph.D. degree in
systems theory from the Academy of Mathematics
and Systems Science, Chinese Academy of Sciences,
Beijing, China, in 2003 and 2008, respectively.

He was a Post-Doctoral Fellow with the Key
Laboratory of Systems Control, Chinese Academy
of Sciences, from 2008 to 2010. Since 2010, he has
been an Assistant Professor with the Academy of
Mathematics and Systems Science, Chinese Acad-

emy of Sciences. His current research interests include nonlinear control,
complex systems, and game theory.

Dr. Qi was a recipient of the "Automatica” 2008–2010 Best The-
ory/Methodology Paper Award in 2011.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


