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#### Abstract

SUMMARY The stability of Boolean networks and the stabilization of Boolean control networks are investigated. Using semi-tensor product of matrices and the matrix expression of logic, the dynamics of a Boolean (control) network can be converted to a discrete time linear (bilinear) dynamics, called the algebraic form of the Boolean (control) network. Then the stability can be revealed by analyzing the transition matrix of the corresponding discrete time system. Main results consist of two parts: (i) Using logic coordinate transformation, the known sufficient condition based on incidence matrix has been improved. It can also be used in stabilizer design. (ii) Based on algebraic form, necessary and sufficient conditions for stability and stabilization, respectively, are obtained. Copyright © 2010 John Wiley \& Sons, Ltd.
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## 1. INTRODUCTION

Accompanying the rising of systems biology, the study of Boolean network has attracted a great attention of biologists, physicists, and systems scientists, because it is a proper model to describe cellular networks and genomic regulatory networks [1,2]. The control of Boolean network is a challenging problem. So far, there are only few results because we are short of systematic tool to deal with logical dynamic systems [3, 4].

Recently, a new matrix product, namely, the semi-tensor product (STP) of matrices, was proposed, which generalizes the conventional matrix product, $A B, A \in M_{p \times q}$ and $B \in M_{m \times n}$ for the case $q \neq m$, where $M_{m \times n}$ stands for the set of $m \times n$ matrices. Using STP, a logical equation can be expressed as an algebraic equation and the dynamics of a Boolean (control) network can be converted into a linear (bilinear) discrete-time (control) system [5]. Then investigating the corresponding discrete time (control) systems, some interesting progresses have been achieved, which are briefly described as follows: (1) Formulas for calculating fixed points and cycles have been obtained [6]; (ii) steering gears' structure of attractors in Boolean network has been revealed [7], which explains why tiny attractors decide the vast order, as described in [8]; (iii) the controllability

[^0]and observability of Boolean control networks are investigated [9]; (iv) coordinate transformation of Boolean networks and the realization of Boolean control networks are presented [10].

Stability of Boolean networks is another interesting topic [11, 12]. In fact, the stability of a Boolean network is essentially equivalent to the convergence of a discrete iteration [13]. As for the stabilization of a Boolean control network, to the best of authors' knowledge, it is a new topic.

This paper considers the stability of Boolean networks and the stabilization of Boolean control networks. The key tool used in this paper is the STP of matrices and the matrix expression of logic, which have been used in the sequence of works [ $6,7,9,10$ ].

The paper is organized as follows. Section 2 provides necessary preliminaries, including (i) matrix expression of logic; (ii) Boolean (control) network; (iii) logical coordinate transformation; and (iv) incidence matrix. Section 3 discusses the concepts and basic properties of Boolean matrices. The vector distance of Boolean matrices is also introduced. The global stability of Boolean networks is investigated in Section 4. Based on the incidence matrix and the vector distance of Boolean matrices, a convenient sufficient condition is obtained. Moreover, the necessary and sufficient condition is also presented. Section 5 considers the stabilization of Boolean control networks. Some examples are included to depict the technique. Section 6 is the conclusion.

## 2. PRELIMINARIES

### 2.1. Matrix expression of logic

We first recall the definition of STP of matrices.
Definition 2.1 (Cheng [5])

1. Let $X$ be a row vector of dimension $n p$ and $Y$ be a column vector with dimension $p$. Then we split $X$ into $p$ equal-sized blocks as $X^{1}, \ldots, X^{p}$, which are $1 \times n$ rows. Define the STP , denoted by $\ltimes$, as

$$
\begin{align*}
X \ltimes Y & =\sum_{i=1}^{p} X^{i} y_{i} \in \mathbb{R}^{n}, \\
Y^{\mathrm{T}} \ltimes X^{\mathrm{T}} & =\sum_{i=1}^{p} y_{i}\left(X^{i}\right)^{\mathrm{T}} \in \mathbb{R}^{n} . \tag{1}
\end{align*}
$$

2. Let $A \in M_{m \times n}$ and $B \in M_{p \times q}$. If either $n$ is a factor of $p$, say $n t=p$ and denote it as $A \prec_{t} B$, or $p$ is a factor of $n$, say $n=p t$ and denote it as $A \succ_{t} B$, then we define the STP of $A$ and $B$, denoted by $C=A \ltimes B$, as the following: $C$ consists of $m \times q$ blocks as $C=\left(C^{i j}\right)$ and each block is

$$
C^{i j}=A^{i} \ltimes B_{j}, \quad i=1, \ldots, m, \quad j=1, \ldots, q,
$$

where $A^{i}$ is the $i$ th row of $A$ and $B_{j}$ is the $j$ th column of $B$.
STP of matrices is a generalization of conventional matrix product. Hence, we can omit the symbol $\ltimes$. All fundamental properties of conventional matrix product remain true [5]. Throughout this paper the matrix products are assumed to be STP. As $n=p$ they becomes conventional matrix product automatically.

We briefly define some concepts and/or notations first.

- Let $\delta_{n}^{i}$ be the $i$ th column of the identity matrix $I_{n}$, and $\Delta_{n}:=\left\{\delta_{n}^{1}, \delta_{n}^{2}, \ldots, \delta_{n}^{n}\right\}$. When $n=2$ we simply use $\Delta:=\Delta_{2}$.
- The set of logical values: True $(T \sim 1)$ and False $(F \sim 0)$, is denoted by $\mathscr{D}=\{0,1\}$. We identify each with a vector as $T \sim \delta_{2}^{1}$ and $F \sim \delta_{2}^{2}$. Hence, in vector form the set of logical values becomes $\Delta$. In this sense we have the equivalence as $\mathscr{D} \sim \Delta$.
- Assume a matrix $M=\left[\delta_{n}^{i_{1}} \delta_{n}^{i_{2}} \ldots \delta_{n}^{i_{s}}\right] \in M_{n \times s}$, i.e. its columns, $\operatorname{Col}(M) \subset \Delta_{n}$. We call $M$ a logical matrix, and simply denote it as:

$$
M=\delta_{n}\left[i_{1} i_{2} \ldots i_{s}\right]
$$

- The set of $n \times s$ logical matrices is denoted by $\mathscr{L}_{n \times s}$.
- A matrix $B \in M_{n \times s}$ is called a Boolean matrix, if its entries $b_{i j} \in \mathscr{D}, \forall i, j$.
- The set of $n \times s$ Boolean matrices is denoted by $\mathscr{B}_{n \times s}$.

In vector form, we have
Proposition 2.2 (Cheng [5])
Let $x_{1}, \ldots, x_{n} \in \mathscr{D}$ be $n$ logical variables, and $f\left(x_{1}, \ldots, x_{n}\right)$ a logical function. Then there exists a unique matrix $M_{f} \in \mathscr{L}_{2 \times 2^{n}}$, called the structure matrix of $f$, such that in vector form we have

$$
f\left(x_{1}, \ldots, x_{n}\right)=M_{f} \ltimes_{i=1}^{n} x_{i}, \quad x_{i} \in \Delta .
$$

Logical operators are fundamental logical functions. Their structure matrices are particularly useful. In the following table we list the structure matrices for some basic logical operators (Negation: $\neg$; Conjunction: $\wedge$; Disjunction: $\vee$; Conditional: $\rightarrow$; Biconditional: $\leftrightarrow$; Exclusive Or: $\bar{\vee}$ [14]), which are used in the sequel.

### 2.2. Boolean (control) network

A Boolean network, $N$, of $n$ elements may be described by its network graph, $G(N) . G(N)$ consists of $n$ nodes, denoted by $\mathscr{N}=\left\{x_{1}, \ldots, x_{n}\right\}$, and a set of directed edges $\mathscr{E} \subset \mathscr{N} \times \mathscr{N} . \overline{x_{j}, x_{i}} \in \mathscr{E}$ (i.e. there is an edge from $x_{j}$ to $x_{i}$ ) means $x_{i}$ is affected by $x_{j}$. We refer to Figure 1 for a network graph (within the rectangular box).

A network graph is not enough to describe a Boolean network completely. A logical dynamical equation is necessary to determine a Boolean network. The dynamics of a Boolean network is expressed as

$$
\begin{align*}
x_{1}(t+1) & =f_{1}\left(x_{1}, \ldots, x_{n}\right) \\
x_{2}(t+1) & =f_{2}\left(x_{1}, \ldots, x_{n}\right)  \tag{2}\\
& \vdots \\
x_{n}(t+1) & =f_{n}\left(x_{1}, \ldots, x_{n}\right), \quad x_{i} \in \mathscr{D}
\end{align*}
$$

where $f_{i}, i=1, \ldots, n$ are logical functions. Let $X=\left(x_{1}, \ldots, x_{n}\right)^{\mathrm{T}}$ and $F=\left(f_{1}, \ldots, f_{n}\right)^{\mathrm{T}}$. Then (2) can briefly denoted as:

$$
\begin{equation*}
X(t+1)=F(X(t)) . \tag{3}
\end{equation*}
$$

Using the vector form and setting $x(t):=\ltimes_{i=1}^{n} x_{i}(t) \in \Delta^{n}$, and denoting by $M_{i}$ the structure matrix of $f_{i}$, we can express each equation in (2) in a vector form as:

$$
\begin{equation*}
x_{i}(t+1)=M_{i} x(t), \quad x_{i} \in \Delta, i=1, \ldots, n \tag{4}
\end{equation*}
$$



Figure 1. A Boolean (control) network.

Finally, we can obtain an algebraic form of (2) (equivalently, (3)) as [6]

$$
\begin{equation*}
x(t+1)=L x(t), \quad x \in \Delta^{n}, \tag{5}
\end{equation*}
$$

where $L \in \mathscr{L}_{2^{n} \times 2^{n}}$ is the transition matrix.
The dynamics of a Boolean control network is expressed as

$$
\begin{align*}
x_{1}(t+1) & =f_{1}\left(x_{1}, \ldots, x_{n}, u_{1}, \ldots, u_{m}\right) \\
x_{2}(t+1) & =f_{2}\left(x_{1}, \ldots, x_{n}, u_{1}, \ldots, u_{m}\right) \\
& \vdots  \tag{6}\\
x_{n}(t+1) & =f_{n}\left(x_{1}, \ldots, x_{n}, u_{1}, \ldots, u_{m}\right)
\end{align*}
$$

where $f_{i}, i=1, \ldots, n$, are logical functions. Similarly, we denote it briefly as:

$$
\begin{equation*}
X(t+1)=F(X(t), U(t)), \quad X(t) \in \mathscr{D}^{n}, \quad U(t) \in \mathscr{D}^{m} . \tag{7}
\end{equation*}
$$

Let $x(t):=\ltimes_{i=1}^{n} x_{i}(t)$ and $u(t):=\ltimes_{i=1}^{m} u_{i}(t)$. We can equivalently express (6) (equivalently, (7)) in an algebraic form as [7,9]

$$
\begin{equation*}
x(t+1)=L u(t) x(t), \quad x \in \Delta^{n}, \quad u \in \Delta^{m}, \tag{8}
\end{equation*}
$$

where $L \in \mathscr{L}_{2^{n} \times 2^{n+m}}$ is also called the transition matrix.
We give an example to illustrate them.

## Example 2.3

1. In Figure 1 within the rectangular box we have a Boolean network of four nodes. Assume that its dynamics is described by the following equation:

$$
\begin{align*}
& A(t+1)=B(t) \vee C(t) \\
& B(t+1)=A(t) \leftrightarrow C(t) \\
& C(t+1)=A(t) \wedge D(t)  \tag{9}\\
& D(t+1)=(A(t) \rightarrow B(t)) \bar{\vee} C(t) .
\end{align*}
$$

Define $x(t)=A(t) B(t) C(t) D(t)$, it is easy to check that its algebraic form is $x(t+1)=L x(t)$ with

$$
L=\delta_{16}[24571314168833881111] .
$$

(Please refer to the Acknowledgment for a Toolbox, which provides a simple function to calculate this.)
2. Consider the overall Boolean control network in Figure 1. Say, its dynamics is

$$
\begin{align*}
& A(t+1)=(B(t) \vee C(t)) \wedge u_{1} \\
& B(t+1)=A(t) \leftrightarrow C(t) \\
& C(t+1)=(A(t) \wedge D(t)) \vee u_{2}  \tag{10}\\
& D(t+1)=(A(t) \rightarrow B(t)) \bar{\vee} C(t) .
\end{align*}
$$

Then its algebraic form is $x(t+1)=L u(t) x(t)$, where $L$ can be calculated as
$L=\delta_{16}\left[\begin{array}{llllllllllllllll}{[2} & 2 & 5 & 5 & 1 & 1 & 14 & 14 & 6 & 6 & 1 & 1 & 6 & 6 & 9 & 9 \\ 2 & 4 & 5 & 7 & 1 & 3 & 14 & 16 & 8 & 8 & 3 & 3 & 8 & 8 & 11 & 11 \\ 10 & 10 & 13 & 13 & 9 & 9 & 14 & 14 & 14 & 14 & 9 & 9 & 14 & 14 & 9 & 9 \\ 10 & 12 & 13 & 15 & 9 & 11 & 14 & 16 & 16 & 16 & 11 & 11 & 16 & 16 & 11 & 11] .\end{array}\right.$

### 2.3. Logical coordinate transformation

Definition 2.4
Let $x_{1}, x_{2}, \ldots, x_{n} \in \mathscr{D}$ be a set of independent logical variables. A mapping $\varphi: \mathscr{D}^{n} \rightarrow \mathscr{D}^{n}$, denoted by $Y=\varphi(X)$ and defined by

$$
\varphi:\left\{\begin{array}{l}
y_{1}=g_{1}\left(x_{1}, \ldots, x_{n}\right)  \tag{11}\\
\vdots \\
y_{n}=g_{n}\left(x_{1}, \ldots, x_{n}\right),
\end{array}\right.
$$

is called a coordinate transformation, if (11) is a one-to-one and onto mapping.
In vector form we have $x_{i}, y_{i} \in \Delta, \forall i$. Setting $x=\ltimes_{i=1}^{n} x_{i} \in \Delta^{n}$ and $y=\ltimes_{i=1}^{n} y_{i} \in \Delta^{n}$, then the algebraic form of (11) is expressed as

$$
\begin{equation*}
y=T x \tag{12}
\end{equation*}
$$

where $T \in \mathscr{L}_{2^{n} \times 2^{n}}$.
Proposition 2.5 (Cheng et al. [10])
Equation (11) is a coordinate transformation, iff the transformation matrix $T$ in (12) is nonsingular.
Note that since $T \in \mathscr{L}_{2^{n} \times 2^{n}}$, when $T$ is nonsingular it becomes an orthogonal matrix [10].

## Proposition 2.6 (Cheng and Qi [9])

1. Consider system (2). Let $z=T x$ be a coordinate transformation. Then the algebraic form (5) of (2) becomes

$$
\begin{equation*}
z(t+1)=T L T^{\mathrm{T}} z(t) . \tag{13}
\end{equation*}
$$

2. Consider system (5). Let $z=T x$ be a coordinate transformation. The algebraic form (8) of (5) becomes

$$
\begin{equation*}
z(t+1)=T L\left(I_{2^{m}} \otimes T^{\mathrm{T}}\right) u(t) z(t) \tag{14}
\end{equation*}
$$

### 2.4. Incidence matrix

Assume a Boolean network, $N$ is given, with its nodes $\mathscr{N}=\left\{x_{1}, \ldots, x_{n}\right\}$ and edge set $\mathscr{E}$.

## Definition 2.7

An $n \times n$ matrix $\mathscr{I}(N)=\left(b_{i j}\right)$ is called the incidence matrix of $N$, if

$$
b_{i j}= \begin{cases}1, & \overline{x_{j}, x_{i}} \in \mathscr{E}, \\ 0 & \text { otherwise. }\end{cases}
$$

## Example 2.8

Consider the network (9), refer to the graph within the rectangular box of Figure 1. Its incidence matrix is

$$
\left.\mathscr{I}\right|_{(9)}=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0
\end{array}\right]
$$

1. If a Boolean network $N$ has $n$ nodes, its incidence matrix $\mathscr{I}(N) \in \mathscr{B}_{n \times n}$.
2. The incidence matrix of a Boolean network can also be constructed from its dynamical equations. But you have to be very careful that in dynamic equations there may have some fabricated variables, which should be removed. Cheng and Qi [9] provided a mechanical procedure to remove all fabricated variables from a logic expression.

## 3. LOGICAL OPERATIONS ON BOOLEAN MATRICES

The main purpose is to define a distance on $\mathscr{B}_{m \times n}$. We first define the logical operators on $\mathscr{B}_{m \times n}$.

## Definition 3.1

1. Let $X=\left(x_{i j}\right) \in \mathscr{B}_{m \times n}$ and $\sigma$ an unary logical operator. Then $\sigma: \mathscr{B}_{m \times n} \rightarrow \mathscr{B}_{m \times n}$ is defined by $\sigma X=\left(\sigma x_{i j}\right)$. For instance,

$$
\begin{equation*}
\neg X:=\left(\neg x_{i j}\right) \tag{15}
\end{equation*}
$$

2. Let $X=\left(x_{i j}\right), Y=\left(y_{i j}\right) \in \mathscr{B}_{m \times n}$ and $\sigma$ a binary logical operator. Then $\sigma: \mathscr{B}_{m \times n} \times \mathscr{B}_{m \times n} \rightarrow$ $\mathscr{B}_{m \times n}$ is defined by $X \sigma Y:=\left(x_{i j} \sigma y_{i j}\right)$. For instance,

$$
\begin{equation*}
X \vee Y:=\left(x_{i j} \vee y_{i j}\right), \text { etc. } \tag{16}
\end{equation*}
$$

3. Let $\alpha \in \mathscr{D}$ and $X=\left(x_{i j}\right) \in \mathscr{B}_{m \times n} . \sigma$ is a binary logical operator. Then $\sigma: \mathscr{D} \times \mathscr{B}_{m \times n} \rightarrow \mathscr{B}_{m \times n}$ is defined by $\alpha \sigma X:=\left(\alpha \sigma x_{i j}\right)$. Similarly, $\sigma: \mathscr{B}_{m \times n} \times \mathscr{D} \rightarrow \mathscr{B}_{m \times n}$ is defined by $X \sigma \alpha:=\left(x_{i j} \sigma \alpha\right)$. For instance,

$$
\begin{equation*}
\alpha \wedge X=\left(\alpha \wedge x_{i j}\right) ; \quad X \wedge \alpha=\left(x_{i j} \wedge \alpha\right) . \tag{17}
\end{equation*}
$$

Next, we consider the scalar product and the (semi-tensor) product on the set of Boolean matrices.

## Definition 3.2

1. Let $\alpha \in \mathscr{D}$. The scalar product of $\alpha$ with $X \in \mathscr{B}_{m \times n}$ is

$$
\begin{equation*}
\alpha \cdot X:=\alpha \wedge X, \quad X \cdot \alpha:=X \wedge \alpha \tag{18}
\end{equation*}
$$

Note that since it coincides with the conventional real number product, we use the same product symbol. For compactness, we may also even omit the symbol in the sequel.
2. Let $X=\left(x_{i j}\right) \in \mathscr{B}_{m \times n}$ and $Y \in \mathscr{B}_{p \times q}$ be two Boolean matrices. Then the Kronecker product of $X, Y$ is defined as:

$$
\begin{equation*}
X \otimes Y=\left(x_{i j} \cdot Y \mid i=1, \ldots, m ; j=1, \ldots, n\right) \in \mathscr{B}_{m p \times n q} \tag{19}
\end{equation*}
$$

3. Let $\alpha, \beta, \alpha_{i} \in \mathscr{D}, i=1,2, \ldots, n$. The Boolean plus is defined as follows:

$$
\begin{align*}
\alpha+{ }_{B} \beta & :=\alpha \vee \beta \\
{ }^{B} \sum_{i=1}^{n} \alpha_{i} & :=\alpha_{1} \vee \alpha_{2} \vee \cdots \vee \alpha_{n} \tag{20}
\end{align*}
$$

4. Let $X=\left(x_{i j}\right) \in \mathscr{B}_{m \times n}$ and $Y=\left(y_{i j}\right) \in \mathscr{B}_{n \times p}$. Then the Boolean product of Boolean matrices

$$
\begin{equation*}
X \ltimes_{B} Y:=Z \in \mathscr{B}_{m \times p}, \tag{21}
\end{equation*}
$$

where

$$
z_{i j}={ }^{B} \sum_{k=1}^{n} x_{i k} \cdot y_{k j}, \quad i=1, \ldots, m, \quad j=1, \ldots, p
$$

5. Let $A \prec_{t} B\left(A \succ_{t} B\right)$. Then the Boolean product of $A, B$ is defined as:

$$
\begin{equation*}
A \ltimes_{B} B:=\left(A \otimes I_{t}\right) \ltimes_{B} B . \quad\left(A \ltimes_{B} B:=A \ltimes_{B}\left(B \otimes I_{t}\right) .\right) \tag{22}
\end{equation*}
$$

6. Assume that $A \ltimes_{B} A$ is well defined. Then the Boolean power

$$
A^{(k)}:=\underbrace{A \ltimes_{B} A \ltimes_{B} \cdots \ltimes_{B} A}_{k}
$$

Note that $\ltimes_{B}$ may be omitted when there is no possible confusion.
We give some simple examples.
Example 3.3
Let

$$
A=\left[\begin{array}{ll}
1 & 1 \\
0 & 1 \\
0 & 0
\end{array}\right], \quad B=\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
0 & 1
\end{array}\right], \quad C=\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right]
$$

Then

$$
\begin{gathered}
\neg A=\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
1 & 1
\end{array}\right], \quad A \wedge B=\left[\begin{array}{ll}
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right], \\
A+{ }_{B} B=A \vee B=\left[\begin{array}{ll}
1 & 1 \\
1 & 1 \\
0 & 1
\end{array}\right], \quad A \rightarrow B=\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
1 & 1
\end{array}\right], \\
A \leftrightarrow B=\left[\begin{array}{ll}
0 & 1 \\
0 & 0 \\
1 & 0
\end{array}\right], \quad A \bar{\vee} B=\left[\begin{array}{ll}
1 & 0 \\
1 & 1 \\
0 & 1
\end{array}\right], \\
A \ltimes{ }_{B} C=\left[\begin{array}{ll}
1 & 1 \\
1 & 1 \\
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right], \quad B \ltimes_{B} C=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 0 \\
0 & 1 \\
1 & 0 \\
0 & 1
\end{array}\right] .
\end{gathered}
$$

Next, we define a partial order on $\mathscr{B}_{m \times n}$, and a 'distance', called the vector distance on $\mathscr{B}_{m \times n}$.
Definition 3.4
Let $X=\left(x_{i j}\right), Y=\left(y_{i j}\right) \in \mathscr{B}_{m \times n}$. We said $X \leqslant Y$ if $x_{i j} \leqslant y_{i j}, \forall i, j$.
Definition 3.5
Let $X=\left(x_{i j}\right), Y=\left(y_{i j}\right) \in \mathscr{B}_{m \times n}$. The vector distance of $X$ and $Y$, denoted by $d(X, Y)$, is defined as

$$
\begin{equation*}
d(A, B)=A \bar{\vee} B \tag{23}
\end{equation*}
$$

Since both Boolean product and Boolean plus are order-preserving, it is easy to verify the following properties, which are the generalization of the corresponding results (for vector cases) in [13].

## Proposition 3.6

Assume $A \geqslant B$ and $C \geqslant D$, then (as long as the product is well defined)

$$
\begin{equation*}
A \ltimes{ }_{B} C \geqslant B \ltimes_{B} D . \tag{24}
\end{equation*}
$$

Proposition 3.7
Let $X, Y, Z \in \mathscr{B}_{m \times n}$. The vector distance satisfies

$$
\begin{align*}
& d(X, Y)=0 \Leftrightarrow X=Y \\
& d(X, Y)=d(Y, X)  \tag{25}\\
& d(X, Z) \leqslant d(X, Y)+{ }_{B} d(Y, Z)
\end{align*}
$$

## 4. GLOBAL STABILITY

This section considers global stability of a Boolean network. That is, when there exists a fixed point as the unique attractor. Equivalently, when a Boolean dynamics will globally converge to a state. A key tool in this investigation is the vector distance.

Denote $\mathscr{X}=\mathscr{D}^{n}$ as the state space of the Boolean network (2) (or Boolean control network (6)). (In vector form we have $\mathscr{X}=\Delta^{n}$.) $X \in \mathscr{X}$ is expressed as $X=\left(x_{1}, \ldots, x_{n}\right)$. we consider a logical mapping $F: \mathscr{X} \rightarrow \mathscr{X}$, which is described as:

$$
\begin{align*}
z_{1} & =f_{1}\left(x_{1}, \ldots, x_{n}\right) \\
& \vdots  \tag{26}\\
z_{n} & =f_{n}\left(x_{1}, \ldots, x_{n}\right)
\end{align*}
$$

It is briefly denoted as:

$$
\begin{equation*}
Z=F(X) \quad \text { where } X, Z \in \mathscr{X} . \tag{27}
\end{equation*}
$$

This mapping may come from the Boolean network (2).
Theorem 4.1 (Robert [13])
Let $X, Y \in \mathscr{X}$. Then

$$
\begin{equation*}
d(F(X), F(Y)) \leqslant \mathscr{I}(F) \ltimes_{B} d(X, Y), \tag{28}
\end{equation*}
$$

where $\mathscr{I}(F)$ is the incidence matrix of $F$.
Theorem 4.2 (Robert [13])
For mapping (27) if there exists a matrix $M \in \mathscr{B}_{n \times n}$ such that

$$
\begin{equation*}
d(F(X), F(Y)) \leqslant M \ltimes_{B} d(X, Y) \quad \forall X, Y \in \mathscr{X}, \tag{29}
\end{equation*}
$$

then

$$
\mathscr{I}(F) \leqslant M .
$$

Theorem 4.3 (Robert [13])
Let $E, F: \mathscr{X} \rightarrow \mathscr{X}$ be two logical mappings. Then

$$
\begin{equation*}
\mathscr{I}(E \circ F) \leqslant \mathscr{I}(E) \ltimes_{B} \mathscr{I}(F) . \tag{30}
\end{equation*}
$$

An immediate application of the above theorem is

## Corollary 4.4

Let $\xi$ be a fixed point of (2). Then

$$
\begin{equation*}
d(X(k), \xi) \leqslant[\mathscr{I}(F)]^{(k)} \ltimes_{B} d(X(0), \xi) \tag{31}
\end{equation*}
$$

Particularly, if the $j_{1}, \ldots, j_{s}$ columns of $[B(F)]^{(k)}$ are zero, and $x_{\alpha}(0)=\xi_{\alpha}, \forall \alpha \notin\left\{j_{1}, \ldots, j_{s}\right\}$, then $x(t)=\xi, t \geqslant k$.

It is obvious that if 0 is a fixed point of $F$ and there exists an integer $k>0$ such that $[B(F)]^{(k)}=0$. Then the system globally converges to 0 .

Definition 4.5
System (2) is said to be globally stable if it globally converges to a fixed point. In other words, it has a fixed point as the only attractor.

## Example 4.6

Consider the follow system:

$$
\begin{align*}
& x_{1}(t+1)=f_{1}\left(x_{2}(t), x_{3}(t)\right), \\
& x_{2}(t+1)=f_{2}\left(x_{4}(t)\right),  \tag{32}\\
& x_{3}(t+1)=c_{0} \\
& x_{4}(t+1)=f_{4}\left(x_{3}\right),
\end{align*}
$$

where $f_{1}, f_{2}$, and $f_{3}$ can be any logical functions, and $c_{0}$ is a logical constant. Briefly, we denote (32) as:

$$
X(t+1)=F(X(t)), \quad X \in \mathscr{D}^{4}
$$

The incidence matrix of $F$ is

$$
\mathscr{I}(F)=\left[\begin{array}{llll}
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

It is easy to check that $[\mathscr{I}(F)]^{(4)}=0$, assume that 0 is a fixed point of the system (32), then it globally converges to 0 .

Summarizing the above arguments, we have
Proposition 4.7
Consider system (2) (equivalently, (3)). Assume that $0 \in \mathscr{D}^{n}$ is a fixed point of $F$ and there exists an integer $k>0$ such that

$$
\begin{equation*}
[\mathscr{I}(F)]^{(k)}=0, \tag{33}
\end{equation*}
$$

then 0 is the unique global attractor.
Note that if $x_{e}=\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ is a fixed point of the system (2), the above method is still useful for testing whether $x_{e}$ is a global attractor. Make a coordinate transformation

$$
z_{i}= \begin{cases}x_{i}, & e_{i}=0  \tag{34}\\ \neg x_{i}, & e_{i}=1\end{cases}
$$

Now it is easy to convert the system (2) into a system of $z$ as:

$$
\begin{equation*}
z(t+1)=\tilde{F}(z(t)) \tag{35}
\end{equation*}
$$

If there exists a $k>0$ such that $[\mathscr{I}(\tilde{F})]^{(k)}=0$, then $x_{e}$ is a global attractor of the system (2).
It is easy to prove that [13] for a Boolean matrix $H \in \mathscr{B}_{n \times n}$ the followings are equivalent:

- there exists a $k>0$ such that $H^{(k)}=0$;
- there exists a permutation matrix $P$ such that $P^{\mathrm{T}} \ltimes_{B} H \ltimes_{B} P$ is a strictly lower triangular (or upper triangular) matrix.

In fact, when $H=\mathscr{I}(F)$ is an incidence matrix, $P$ means a re-ordering of variables.
Unfortunately, this method is sufficient but not necessary. Consider the following example
Example 4.8
Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=x_{1}(t) \wedge x_{2}(t) \\
& x_{2}(t+1)=x_{1}(t) \wedge\left(\neg x_{2}(t)\right) \tag{36}
\end{align*}
$$

It is easy to check that 0 is its unique attractor. But its incidence matrix is

$$
\mathscr{I}(F)=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

and

$$
[\mathscr{I}(F)]^{(k)}=\mathscr{I}(F) \neq 0, \quad k \geqslant 1
$$

Now what is the necessary and sufficient condition for a Boolean network to be globally convergent. In fact, we have the following conclusion.

## Theorem 4.9

The Boolean network (2) is globally convergent, iff there exists a $k>0$ such that

$$
\begin{equation*}
\mathscr{I}\left(F^{k}\right)=0 . \tag{37}
\end{equation*}
$$

Proof (Necessity)
If the system is globally convergent, then after $T_{r}$ steps (where $T_{r}$ is the transient period [6]) all the states converge to the global attractor $\xi$. Hence, when $k \geqslant T_{r}$ (37) is true.

Sufficiency. Now assume that (37) is true. Then for any $x$ we have $F^{k}(x)$ that is constant, say,

$$
F^{k}(x)=\xi
$$

Then for any number $t \geqslant k$,

$$
F^{t}(x)=F^{k}\left(F^{t-k}(x)\right)=\xi .
$$

Hence, the system converges to $\xi$ globally.
Remark 4.10

1. The Proposition 4.7 and the method right following it are practically useful because the size of the incidence matrix is $n \times n$, which is of the order of $O(n)$.
2. In Theorem 4.9, $F^{k}$ is not directly computable. It can only be calculated by the algebraic form of $F$, say $L_{F}$, which is of size $2^{n} \times 2^{n}$. Hence, it is difficult to use it if $n$ is not small.
3. From Theorem 4.3 it is clear that

$$
\begin{equation*}
\mathscr{I}\left(F^{k}\right) \leqslant[\mathscr{I}(F)]^{(k)}, \quad k \geqslant 1 . \tag{38}
\end{equation*}
$$

But in general they are not equal.

Recall Proposition 4.7. In fact, the condition ' 0 is a fixed point' is not necessary for stability. Because from (38) one sees that condition (33) assures that $F^{s}$ is constant for $s \geqslant k$. Say, $F^{s}(x)=\xi$, $\forall x$ and $s \geqslant k$. Then the system globally converges to $\xi$. We write it as a corollary.

## Corollary 4.11

Consider the system (2). It is globally stable if the condition (33) holds.
Proposition 4.7 is one of the main tools for the stability analysis and stabilizer design. Hence, some further discussions are necessary.

First, we would like to point out that for a Boolean network its incidence matrix $\mathscr{I}(F)$ is coordinate-depending. The following example shows this.

## Example 4.12

Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=\left[x_{1}(t) \wedge\left(x_{2}(t) \bar{\vee} x_{3}(x)\right)\right] \vee\left(\neg x_{1}(t) \wedge x_{3}(t)\right), \\
& x_{2}(t+1)=\left[x_{1}(t) \wedge\left(\neg x_{2}(t)\right)\right] \vee\left(\neg x_{1} \wedge x_{2}\right),  \tag{39}\\
& x_{3}(t+1)=\left[x_{1}(t) \wedge\left(\neg\left(x_{2}(t) \wedge x_{3}(t)\right)\right)\right] \vee\left[\neg x_{1}(t) \vee\left(x_{2}(t) \vee x_{3}(t)\right)\right]
\end{align*}
$$

Briefly denote it as:

$$
x(t+1)=F(x(t)) .
$$

It is easy to check that 0 is a fixed point of (39). For this system its incidence matrix is

$$
\mathscr{I}(F)=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 0 \\
1 & 1 & 1
\end{array}\right] .
$$

There is no way to convert it into a strictly lower triangular form with reordering the variables. In algebraic form, it is easy to calculate that system (39) can be expressed as

$$
\begin{equation*}
x(t+1)=L x(t), \tag{40}
\end{equation*}
$$

where $x(t)=x_{1}(t) x_{2}(t) x_{3}(t)$,

$$
L=\delta_{8}\left[\begin{array}{llllllll}
8 & 3 & 1 & 5 & 1 & 5 & 3 & 8
\end{array}\right] .
$$

Now we consider a coordinate transformation as:

$$
\begin{align*}
& z_{1}=\left[x_{1} \wedge \neg\left(x_{3}\right)\right] \vee\left[\left(\neg x_{1}\right) \wedge\left(x_{2} \bar{\vee} x_{3}\right)\right] \\
& z_{2}=\left[x_{1} \wedge\left(x_{2} \bar{\vee} x_{3}\right)\right] \vee\left[\left(\neg x_{1}\right) \wedge x_{3}\right]  \tag{41}\\
& z_{3}=x_{2} .
\end{align*}
$$

In the vector form, we can easily calculated that

$$
z=z_{1} z_{2} z_{3}=T x
$$

where

$$
T=\delta_{8}\left[\begin{array}{lllllll}
7 & 1 & 4 & 5 & 3 & 2 & 8
\end{array}\right] .
$$

Then in $z$ coordinate frame we have

$$
\begin{equation*}
z(t+1)=T L T^{\mathrm{T}} z(t):=\tilde{L} z(t), \tag{42}
\end{equation*}
$$

where $\tilde{L}$ is

$$
\tilde{L}=\delta_{8}[66557788] .
$$

A sequence of $2 \times 2^{n}$ matrices, called the retrievers, have been defined in [9] as:

$$
\begin{equation*}
S_{k}^{n}=\delta_{2}[\underbrace{1 \ldots 1}_{2^{n-k}} \underbrace{2 \ldots 2}_{2^{n-k}} \cdots \underbrace{1 \ldots 1}_{2^{n-k}} \underbrace{2 \ldots 2}_{2^{n-k}}], \quad k=1, \ldots, n . \tag{43}
\end{equation*}
$$

Using them, a mechanical procedure has been proposed in [9] to recover a system from the transition matrix of its algebraic form (42). Next, we recover the system from $\tilde{L}$.

Using retriever $S_{i}^{3}, i=1,2,3$, we have

$$
\begin{align*}
& z_{1}(t+1)=M_{1} z(t), \\
& z_{2}(t+1)=M_{2} z(t),  \tag{44}\\
& z_{3}(t+1)=M_{3} z(t),
\end{align*}
$$

where

$$
\begin{aligned}
& M_{1}=S_{1}^{3} \tilde{L}=\delta_{2}\left[\begin{array}{llllllll}
2 & 2 & 2 & 2 & 2 & 2 & 2 & 2
\end{array}\right], \\
& M_{2}=S_{2}^{3} \tilde{L}=\delta_{2}\left[\begin{array}{llllllllll}
1 & 1 & 1 & 1 & 2 & 2 & 2 & 2
\end{array}\right], \\
& M_{3}=S_{3}^{3} \tilde{L}=\delta_{2}\left[\begin{array}{lllllllllll}
2 & 2 & 1 & 1 & 1 & 1 & 2
\end{array}\right]
\end{aligned}
$$

It is easy to convert the matrix form (44) back to logic form, denoted by $z(t+1)=\tilde{F}(z(t))$, as:

$$
\begin{align*}
& z_{1}(t+1)=0 \\
& z_{2}(t+1)=z_{1}(t)  \tag{45}\\
& z_{3}(t+1)=z_{1}(t) \overline{\mathrm{V}} z_{2}(t) .
\end{align*}
$$

Now consider system (45) (i.e. system (39) under the coordinates $Z$ ), its incidence matrix is

$$
\mathscr{I}(\tilde{F})=\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
1 & 1 & 0
\end{array}\right],
$$

which is strictly lower triangular. We conclude that system (39) globally converges to zero.
Example 4.12 shows that in some cases a coordinate change can help to find a nice incidence matrix to assure the global convergence.

Now a natural question is: If a network is globally stable, can we always find a coordinate transformation such that under new coordinate frame the system has a strict triangular form? Unfortunately, the answer is 'No'. Let us go back to Example 4.8. Since $n=2$ there are $\left(2^{2}\right)!=24$ coordinate transformations. We list them in the increasing order as:

$$
T_{1}=I_{2}, T_{2}=\delta_{4}\left[\begin{array}{llll}
1 & 2 & 4 & 3
\end{array}\right], T_{3}=\delta_{4}\left[\begin{array}{lll}
1 & 3 & 2
\end{array}\right], \ldots T_{24}=\delta_{4}\left[\begin{array}{llll}
4 & 3 & 2 & 1
\end{array}\right] .
$$

It follows that

$$
\begin{aligned}
& T_{2}:\left\{\begin{array} { l } 
{ z _ { 1 } = x _ { 1 } } \\
{ z _ { 2 } = x _ { 1 } \leftrightarrow x _ { 2 } }
\end{array} \Rightarrow \left\{\begin{array}{l}
z_{1}(t+1)=z_{1}(t) \wedge z_{2}(t) \\
z_{2}(t+1)=\neg z_{1}(t) .
\end{array}\right.\right. \\
& T_{3}:\left\{\begin{array} { l } 
{ z _ { 1 } = x _ { 2 } } \\
{ z _ { 2 } = x _ { 1 } \leftrightarrow x _ { 2 } }
\end{array} \Rightarrow \left\{\begin{array}{l}
z_{1}(t+1)=z_{1}(t) \wedge z_{2}(t) \\
z_{2}(t+1)=\left(\neg z_{1}(t)\right) \wedge z_{2}(t) .
\end{array}\right.\right. \\
& \vdots \\
& T_{24}:\left\{\begin{array} { l } 
{ z _ { 1 } = \neg x _ { 1 } } \\
{ z _ { 2 } = x _ { 2 } }
\end{array} \Rightarrow \left\{\begin{array}{l}
z_{1}(t+1)=z_{1}(t) \wedge z_{2}(t) \\
z_{2}(t+1)=z_{2}(t) \rightarrow z_{1}(t) .
\end{array}\right.\right.
\end{aligned}
$$

We have plenty of various forms. But unfortunately, no one has incidence matrix in strictly triangular form.

Hence, when the condition of Proposition 4.7 fails even under possible coordinate transformations, we have to invoke Theorem 4.9.

## 5. STABILIZATION OF BOOLEAN CONTROL NETWORKS

Consider the Boolean control network (6).

## Definition 5.1

The global stabilization problem of system (6) is to find, if possible, $\{u(t)\}$ such that the system becomes globally convergent. If $u(t)=W x(t), t=1,2, \ldots$, which is a set of logical functions, then the control is called the state feedback control.

Consider the following example.
Example 5.2
Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=x_{3}(t) \vee u, \\
& x_{2}(t+1)=\neg x_{1}(t),  \tag{46}\\
& x_{3}(t+1)=x_{1}(t) \leftrightarrow x_{2}(t),
\end{align*}
$$

It is obvious that as long as we can delete $x_{3}(t)$ by using control $u$, the system is globally stable because the incidence matrix becomes strictly low triangular.

This is easy to be done. We may choose an open-loop control as $u(t)=1$, or closed-loop control $u(t)=\neg x_{3}(t)$.

To get a general design method, we first consider the expression of logical state variables. Let $x_{1}, \ldots, x_{n}$ be $n$ logical state variables. There are two ways to express $x_{i}$ :
(i) Scalar Form: $x_{i} \in \mathscr{D}, i=1, \ldots, n$. Putting them together, we denote

$$
X=\left(x_{1}, \ldots, x_{n}\right)^{\mathrm{T}} \in \mathscr{D}^{n} .
$$

(ii) Vector Form: $x_{i} \in \Delta, i=1, \ldots, n$. Multiplying them together, we denote

$$
x=\ltimes_{i=1}^{n} x_{i} \in \Delta_{2^{n}} .
$$

Define a set of vectors as:

$$
\begin{equation*}
s_{k}^{n}=[\underbrace{1 \ldots 1}_{2^{n-k}} \underbrace{0 \ldots 0}_{2^{n-k}} \ldots \underbrace{1 \ldots 1}_{2^{n-k}} \underbrace{0 \ldots 0}_{2^{n-k}}], \quad k=1, \ldots, n . \tag{47}
\end{equation*}
$$

Remark 5.3

1. $s_{k}^{n} \in \mathscr{B}_{1 \times 2^{n}}, k=1, \ldots, n$. Hence, the logical operators are applicable to them.
2. Comparing (47) with (43) one sees that $s_{k}^{n}$ can be obtained from the first row of $S_{k}^{n}$ by replacing 2 by 0 .

Then we define a matrix as:

$$
\mathscr{S}^{n}=\left[\begin{array}{c}
s_{1}^{n} \\
s_{2}^{n} \\
\vdots \\
s_{n}^{n}
\end{array}\right] \in \mathscr{B}_{n \times 2^{n}} .
$$

In fact, they are the first row of the corresponding retriever matrices [9].
The following proposition is easily verifiable.

## Proposition 5.4

1. From scalar form to vector form, we have

$$
\begin{equation*}
x=\left[\left(x_{1} \leftrightarrow s_{1}^{n}\right) \wedge\left(x_{2} \leftrightarrow s_{2}^{n}\right) \wedge \cdots \wedge\left(x_{n} \leftrightarrow s_{n}^{n}\right)\right]^{\mathrm{T}} \quad \forall x_{i} \in \mathscr{D} . \tag{48}
\end{equation*}
$$

2. From vector form to scalar form, we have

$$
\begin{equation*}
X=\mathscr{S}^{n} x \tag{49}
\end{equation*}
$$

Example 5.5
Let $x_{s}=(1,0,1,0)$. Then in vector form we have

$$
\begin{aligned}
x= & {\left[1 \leftrightarrow(1111111100000000)^{\mathrm{T}}\right] \wedge\left[0 \leftrightarrow(1111000011110000)^{\mathrm{T}}\right] } \\
& \wedge\left[1 \leftrightarrow(1100110011001100)^{\mathrm{T}}\right] \wedge\left[0 \leftrightarrow(1010101010101010)^{\mathrm{T}}\right] \\
= & (1111111100000000)^{\mathrm{T}} \wedge(0000111100001111)^{\mathrm{T}} \wedge(1100110011001100)^{\mathrm{T}} \\
& \wedge(0101010101010101)^{\mathrm{T}} \\
= & (0000010000000000)^{\mathrm{T}} .
\end{aligned}
$$

Let $X=\delta_{16}^{9}$. Then

$$
x_{s}=\mathscr{S}^{4} x_{v}=(0,1,1,1)
$$

Next, we give a systematic analysis on the stabilizer design of Boolean control networks.
First, we define a mapping $\pi: \mathscr{B}_{2^{n} \times 2^{n}} \rightarrow \mathscr{B}_{n \times n}$ as

$$
\begin{align*}
\pi(L)= & {\left[\left[\left(\mathscr{S}^{n} L\right) \bar{\vee}\left(\mathscr{S}^{n} L M_{n}\right)\right] \ltimes_{B} \mathbf{1}_{2^{n}},\left[\left(\mathscr{S}^{n} L\right) \bar{\vee}\left(\mathscr{S}^{n} L\right)\left(I_{2} \otimes M_{n}\right)\right] \ltimes_{B} \mathbf{1}_{2^{n}},\right.}  \tag{50}\\
& \left.\ldots,\left[\left(\mathscr{S}^{n} L\right) \bar{\vee}\left(\mathscr{S}^{n} L\right)\left(I_{2^{n-1}} \otimes M_{n}\right)\right] \ltimes{ }_{B} \mathbf{1}_{2^{n}} \ltimes_{B} \mathbf{1}_{2^{n}}\right], \quad L \in \mathscr{B}_{2^{n} \times 2^{n}} .
\end{align*}
$$

where $M_{n}$ is the structure matrix of negation (refer to Table I).
Then we have the following result about how to build the incidence matrix from $L$.
Theorem 5.6
Consider the Boolean network (2) (equivalently, (3)) with its algebraic form (5). The incidence matrix of $F$ can be obtained from $L$ by the following formula:

$$
\begin{equation*}
\mathscr{I}(F)=\pi(L) \tag{51}
\end{equation*}
$$

Proof
From the construction of $\mathscr{S}^{n}$ it is easy to see that $L_{s}:=\mathscr{S}^{n} L$ is the structure matrix of the system, resulting in scalar form. While $L_{s} M_{n}$ is the structure matrix with $x_{1}$ being replaced by $\neg x_{1}$. If at the $i$ th row they are the same, it means $f_{i}$ is independent of $x_{1}$. Then the $i$ th row of $\left[\left(\mathscr{S}^{n} L\right) \bar{\vee}\left(\mathscr{S}^{n} L M_{n}\right)\right]$ will be identically zero. Hence the $i$ th element of

Table I. Structure matrices of some logical operators.

| Operator | Structure matrix | Operator | Structure matrix |
| :--- | :---: | :---: | :---: |
| $\neg$ | $M_{n}=\delta_{2}\left[\begin{array}{ll}2 & 1\end{array}\right]$ | $\vee$ | $M_{d}=\delta_{2}\left[\begin{array}{llll}1 & 1 & 1 & 2\end{array}\right]$ |
| $\rightarrow$ | $M_{i}=\delta_{2}\left[\begin{array}{lll}1 & 2 & 1\end{array}\right]$ | $\overleftrightarrow{\leftrightarrow}$ | $M_{e}=\delta_{2}\left[\begin{array}{lll}1 & 2 & 2\end{array}\right]$ |
| $\rightarrow$ | $M_{c}=\delta_{2}\left[\begin{array}{llll}1 & 2 & 2 & 2\end{array}\right]$ | $\stackrel{\rightharpoonup}{\vee}$ | $M_{p}=\delta_{2}\left[\begin{array}{lll}2 & 1 & 1\end{array}\right]$ |

$\left[\left(\mathscr{S}^{n} L\right) \bar{\vee}\left(\mathscr{S}^{n} L M_{n}\right)\right] \ltimes{ }_{B} \mathbf{1}_{2^{n}} \ltimes_{B} \mathbf{1}_{2^{n}}$ is zero. Otherwise, at least one element in this row is 1 , and hence the $i$ th element of $\left[\left(\mathscr{S}^{n} L\right) \bar{\vee}\left(\mathscr{S}^{n} L M_{n}\right)\right] \ltimes{ }_{B} \mathbf{1}_{2^{n}} \ltimes_{B} \mathbf{1}_{2^{n}}$ is one.

Same argument is applicable to other variables. The only difference is, the negation structure matrix needs to be moved from the front of $x_{i}$ to the front of all variables. Then (51) follows.

We give an example to depict it.
Example 5.7
Assume that system (2) has its network transition matrix $L$ as:

$$
\begin{equation*}
L=\delta_{16}[199134121216211014199913] . \tag{52}
\end{equation*}
$$

A simple routine can calculate that

$$
\mathscr{I}(F)=\pi(L)=\left[\begin{array}{llll}
0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0
\end{array}\right]
$$

In fact, using the mechanical procedure provided in [9], we can uniquely recover the system from $L$ as:

$$
\begin{align*}
& x_{1}(t+1)=x_{3}(t) \wedge x_{4}(t), \\
& x_{2}(t+1)=x_{3}(t) \vee x_{4}(t), \\
& x_{3}(t+1)=x_{1}(t) \rightarrow x_{2}(t),  \tag{53}\\
& x_{4}(t+1)=x_{1}(t) \leftrightarrow x_{2}(t)
\end{align*}
$$

This verifies the obtained $\mathscr{I}(F)$.
Next, we consider the stabilization problem. Consider system (6) with its algebraic form (8).
Using Theorem 5.6 and Corollary 4.11, a sufficient condition for stabilization with open-loop control is

Lemma 5.8
System (6) is stabilizable by an open-loop control $u$, if $\pi(L u)$ has a strictly lower (or upper) triangular form.

Note that since the incidence matrix is coordinate depended, coordinate transformations have to be taken into consideration.

Using formula (14), we have the following
Theorem 5.9
System (6) (or its algebraic form (8)) is stabilizable by an open-loop control $u$, if there is a coordinate transformation $z=T x$ such that $\pi\left(T L\left(I_{2^{m}} \otimes T^{\mathrm{T}}\right) u\right)$ has a strictly lower triangular form.

Note that both possible values of $u$ and coordinate transformations are finite (precisely, $2^{m}$ and $\left(2^{n}\right)$ ! respectively), hence, theoretically both Lemma 5.8 and Theorem 5.9 are verifiable.

## Example 5.10

Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=\neg x_{2}(t) \\
& x_{2}(t+1)=\neg x_{4}(t) \leftrightarrow\left(\left(x_{4}(t) \wedge\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)\right) \vee u(t)\right),  \tag{54}\\
& x_{3}(t+1)=\neg\left(\left(x_{4}(t) \wedge\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)\right) \vee u(t)\right) \\
& x_{4}(t+1)=\left(x_{4}(t) \vee\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)\right) \wedge u(t)
\end{align*}
$$

After 'try and error' for simplifying the system, we use the following coordinate transformation:

$$
\begin{align*}
z_{1} & =x_{4}, \\
z_{2} & =x_{2} \bar{\vee} x_{3},  \tag{55}\\
z_{3} & =\neg x_{3}, \\
z_{4} & =\neg x_{1} .
\end{align*}
$$

Its inverse can be easily calculated as:

$$
\begin{align*}
& x_{1}=\neg z_{4}, \\
& x_{2}=z_{2} \leftrightarrow z_{3}, \\
& x_{3}=\neg z_{3},  \tag{56}\\
& x_{4}=z_{1} .
\end{align*}
$$

Then the system becomes

$$
\begin{align*}
& z_{1}(t+1)=\left(z_{1}(t) \vee z_{2}(t)\right) \wedge u(t) \\
& z_{2}(t+1)=\neg z_{1}(t) \\
& z_{3}(t+1)=\left(z_{1}(t) \wedge z_{2}(t)\right) \vee u(t),  \tag{57}\\
& z_{4}(t+1)=z_{2}(t) \leftrightarrow z_{3}(t)
\end{align*}
$$

Now it is clear that if we choose

$$
\begin{equation*}
u(t)=0 \tag{58}
\end{equation*}
$$

the system becomes

$$
\begin{align*}
& z_{1}(t+1)=0 \\
& z_{2}(t+1)=\neg z_{1}(t) \\
& z_{3}(t+1)=\left(z_{1}(t) \wedge z_{2}(t)\right)  \tag{59}\\
& z_{4}(t+1)=z_{2}(t) \leftrightarrow z_{3}(t)
\end{align*}
$$

It is obvious that the incidence matrix of system (59) is

$$
\mathscr{I}(F)=\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

which is of the strictly lower triangular form. We conclude that the constant control $u(t)=0$ stabilizes system (54).

Next, we consider the closed-loop control. Let $u(t)$ be a set of logical functions of $x(t)$. Then we can always express it as

$$
\begin{equation*}
u(t)=G x(t) \tag{60}
\end{equation*}
$$

where $G \in \mathscr{L}_{2^{m} \times 2^{n}}$. Plugging it into (8) yields

$$
\begin{equation*}
x(t+1)=L G x^{2}(t)=L G \Phi_{n} x(t) \tag{61}
\end{equation*}
$$

where $\Phi_{n}$ is defined in [6] as

$$
\begin{equation*}
\Phi_{n}=\prod_{i=1}^{n} I_{2^{n-1}} \otimes\left[\left(I_{2} \otimes W_{\left[2,2^{n-i}\right]}\right) M_{r}\right], \tag{62}
\end{equation*}
$$

with $M_{r}=\delta_{4}[14]$.
Now the following result is obvious.
Theorem 5.11
System (4) is stabilizable by a closed-loop control $u=G x$, if $\pi\left(L G \Phi_{n}\right)$ has a strictly lower (or upper) triangular form. Moreover, if there exists a coordinate transformation $z=T x$, such that $\pi\left(T L G \Phi_{n} T^{\mathrm{T}}\right)$ has a strictly lower (or upper) triangular form, then the control also stabilizes the system.

Example 5.12
Consider the system

$$
\begin{align*}
& x_{1}(t+1)=\neg x_{2}(t), \\
& x_{2}(t+1)=\neg x_{4}(t) \leftrightarrow\left(\left(x_{4}(t) \wedge\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)\right) \vee u(t)\right),  \tag{63}\\
& x_{3}(t+1)=\neg\left(\left(x_{4}(t) \wedge\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)\right) \vee u(t)\right), \\
& x_{4}(t+1)=\left(x_{4}(t) \vee\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)\right) \vee u(t) .
\end{align*}
$$

In fact, it is obtained from (53) by changing the ways of inputs. Using the same coordinate transformation as in Example 5.10, we have

$$
\begin{align*}
& z_{1}(t+1)=\left(z_{1}(t) \vee z_{2}(t)\right) \vee u(t), \\
& z_{2}(t+1)=\neg z_{1}(t),  \tag{64}\\
& z_{3}(t+1)=\left(z_{1}(t) \wedge z_{2}(t)\right) \wedge u(t), \\
& z_{4}(t+1)=z_{2}(t) \leftrightarrow z_{3}(t) .
\end{align*}
$$

One can check that constant (open-loop) controls cannot stabilize the system. If we use a closedloop control

$$
u(t)=\neg z_{1}(t) \wedge \neg z_{2}(t),
$$

the system becomes

$$
\begin{align*}
& z_{1}(t+1)=1 \\
& z_{2}(t+1)=\neg z_{1}(t)  \tag{65}\\
& z_{3}(t+1)=0, \\
& z_{4}(t+1)=z_{2}(t) \leftrightarrow z_{3}(t)
\end{align*}
$$

Obviously, it is globally stable. Converting the control back to the original coordinate frame, we conclude that

$$
u(t)=\neg x_{4}(t) \wedge \neg\left(x_{2}(t) \bar{\vee} x_{3}(t)\right)
$$

stabilizes system (63).
The advantage of using metric-based analysis is that the size of the involved matrix is small. The disadvantage is that the condition is only a sufficient one. Next, we search for necessary and sufficient condition.

As discussed in Section 2, the global stability of a free boolean network is equivalent to that where a $k>0$ exists such that $F^{k}=$ constant. In vector form it is equivalent to $L^{k}$ having equal
columns, which is the global attractor. An $s \times s$ logic matrix, $M$, is said to be a matrix of constant mapping if there exists a $\delta_{s}^{j}$, such that

$$
\operatorname{Col}(M)=\left\{\delta_{s}^{j}\right\}
$$

Now consider the stabilization by a constant control $u$. Then the control-dependent transition matrix is $L u$.

Using the properties of STP, it is easy to calculate that

$$
\begin{equation*}
(L u)^{k}=L\left[\left(I_{2^{m}} \otimes L\right) \Phi_{m}\right]^{m-1} u \tag{66}
\end{equation*}
$$

Since $k$ should be less than or equal to the transient time, i.e. $k \leqslant T_{r} \leqslant 2^{n}$, we can get an easily verifiable necessary and sufficient condition as follows: Note that $L\left[\left(I_{2^{m}} \otimes L\right) \Phi_{m}\right]^{m-1}$ is a $2^{n} \times 2^{n+m}$ matrix. We split it into $2^{m}$ square blocks as:

$$
\begin{equation*}
L\left[\left(I_{2^{m}} \otimes L\right) \Phi_{m}\right]^{m-1}:=\left[L_{1}^{k} L_{2}^{k} \ldots L_{2^{m}}^{k}\right] \tag{67}
\end{equation*}
$$

Using this notation and according to the above argument, we have the following necessary and sufficient condition.

Theorem 5.13
System (4) is stabilizable by a constant control $u$, iff there exists a matrix of constant mapping

$$
L_{j}^{k}, \quad 1 \leqslant k \leqslant 2^{n}, \quad 1 \leqslant j \leqslant 2^{m}
$$

Moreover, corresponding to each matrix of constant mapping $L_{j}^{k}$ the stabilizing control is $u=\delta_{2^{m}}^{j}$.
The following example illustrates this result.

## Example 5.14

Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=\left(x_{1}(t) \vee x_{2}(t)\right) \wedge u \\
& x_{2}(t+1)=\left(x_{2}(t) \wedge u\right) \rightarrow x_{1} \tag{68}
\end{align*}
$$

It is easy to calculate that

$$
L=\delta_{4}\left[\begin{array}{llllllll}
1 & 1 & 2 & 3 & 3 & 3 & 3 & 3
\end{array}\right] .
$$

Since $\Phi_{1}=M_{r}$, according to Theorem 5.13 we have to calculate

$$
L\left[\left(I_{2} \otimes L\right) M_{r}\right]^{k}, \quad k \geqslant 1
$$

to see if we can find a constant mapping block. In fact when $k=2$ we have

$$
L\left[\left(I_{2} \otimes L\right) M_{r}\right]^{2}=\delta_{4}\left[\begin{array}{llllllll}
1 & 1 & 1 & 1 & 3 & 3 & 3 & 3
\end{array}\right] .
$$

We conclude that if we use control $u=1$, the system is stabilized at $x=\delta_{4}^{1}$ (i.e. $x_{1}=1$ and $x_{2}=1$ ), when $u=0$ the system is stabilized at $x=\delta_{4}^{3}$ (i.e. $x_{1}=0, x_{2}=1$ ).

Consider the state feedback control as in (60). Using the expression (61) and the above argument, the following result is obvious.

Theorem 5.15
System (4) is stabilizable by a closed-loop control $u=G x$, iff there exists a $2^{m} \times 2^{n}$ logical matrix $G$ and an integer $1 \leqslant k \leqslant 2^{n}$ such that $\left(L G \Phi_{n}\right)^{k}$ is a matrix of constant mapping.

We give an example.

Example 5.16
Consider the following system:

$$
\begin{align*}
x_{1}(t+1)= & {\left[x_{2}(t) \vee\left(\neg x_{2}(t) \wedge\left(x_{3}(t) \vee x_{4}(t)\right)\right)\right] \wedge u } \\
x_{2}(t+1)= & \left(x_{2}(t) \wedge\left(x_{3}(t) \vee x_{4}(t)\right)\right) \vee\left[x_{1}(t) \wedge\left(\neg x_{2}(t) \wedge \neg\left(x_{3}(t) \vee x_{4}(t)\right)\right)\right] \\
x_{3}(t+1)= & \left(x_{1}(t) \wedge\left(x_{3}(t) \leftrightarrow x_{4}(t)\right)\right) \vee\left[\neg x _ { 1 } ( t ) \wedge \left(\left(x_{2}(t)\right.\right.\right.  \tag{69}\\
& \left.\left.\left.\wedge\left(x_{3}(t) \leftrightarrow x_{4}(t)\right)\right) \wedge\left(\neg x_{2}(t) \wedge\left(x_{3}(t) \wedge x_{4}(t)\right)\right)\right)\right] \\
x_{4}(t+1)= & x_{1}(t) \wedge \neg x_{4}(t) \vee\left[\neg x_{1}(t) \wedge\left(\left(x_{2}(t) \wedge \neg x_{4}(t)\right) \vee\left(\neg x_{2}(t) \wedge \neg\left(x_{3}(t) \rightarrow x_{4}(t)\right)\right)\right)\right] .
\end{align*}
$$

It is easy to verify that if we choose

$$
G=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{array}\right]^{3}
$$

then

$$
\left(L G \Phi_{4}\right)^{14}=\delta_{16}[\underbrace{16 \ldots 16}_{16}] .
$$

Note that

$$
u(t)=G x(t)=x_{1}(t),
$$

which globally stabilizes system (69) to $x_{1}=0, x_{2}=0, x_{3}=0, x_{4}=0$.
Next, we briefly discuss the case when the system is required to converge to a particular state $x_{0}$. In this case the problem is slightly simpler. In addition to above stability requirements, we need to assure that $x_{0}$ is a fixed point of the control system. We may write it down as a corollary.

Corollary 5.17

1. System (4) is globally stabilized to $x_{0}$ by a constant control $u$, iff $u$ satisfies

$$
\begin{equation*}
L u x_{0}=x_{0}, \tag{70}
\end{equation*}
$$

and there exists an integer $k>0$, such that $(L u)^{k}$ is a constant mapping.
2. System (4) is globally stabilized to $x_{0}$ by a constant control $u=G x$, iff $G$ satisfies

$$
\begin{equation*}
L G \Phi_{n} x_{0}=x_{0} \tag{71}
\end{equation*}
$$

and there exists an integer $k>0$, such that $\left(L G \Phi_{n}\right)^{k}$ is a constant mapping.
Finally, we consider the stabilization by an open-loop control, $u(t)=\ltimes_{i=1}^{m} u_{i}(t), t=1,2, \ldots$. Assume we want to stabilize it to $x_{0}$.

First of all, it is obvious that a necessary condition is, there is a control $u_{e} \in \Delta_{2^{m}}$ such that

$$
\begin{equation*}
L u_{e} x_{0}=x_{0} \tag{72}
\end{equation*}
$$

Second, note that

$$
x\left(t_{0}+k+1\right)=L u\left(t_{0}+k\right) L u\left(t_{0}+k-1\right) \ldots L u\left(t_{0}+1\right) x\left(t_{0}\right)
$$

To make all trajectories converge to $x_{0}$, there must be a $k>0$ such that

$$
L u(k) L u(k-1) \ldots L u(1) x \equiv x_{0} \quad \forall x \in \Delta_{2^{n}} .
$$

This is equivalent to

$$
\begin{equation*}
\operatorname{Col}(L u(k) L u(k-1) \ldots L u(1))=\left\{x_{0}\right\} \tag{73}
\end{equation*}
$$

Observe that

$$
\begin{align*}
L u(k) L u(k-1) \ldots L u(1) & =L\left(I_{2^{m}} \otimes L\right)\left(I_{2^{2 m}} \otimes L\right) \cdots\left(I_{2^{(k-1) m}} \otimes L\right) \ltimes_{i=k}^{1} u(i) \\
& :=\left[L_{1}^{k}, L_{2}^{k}, \ldots, L_{2^{k m}}^{k}\right] \ltimes_{i=k}^{1} u(i) . \tag{74}
\end{align*}
$$

Now it is clear that if there is a $1 \leqslant j \leqslant 2^{k m}$ such that $L_{j}^{k}$ corresponds to the constant mapping $\psi(x) \equiv x_{0}$, we can choose the control

$$
\ltimes_{i=k}^{1} u(i)=\delta_{2^{m n}}^{j}
$$

such that (73) holds.
Summarizing the above arguments, we have

## Theorem 5.18

System (6) is globally stabilized to $x_{0}$ by an open-loop control $u(t), t=1,2, \ldots$, iff
(i) there are an integer $k>0$ and an $L_{j}^{k}, 1 \leqslant j \leqslant 2^{k m}$, such that

$$
\operatorname{Col}\left(L_{j}^{k}\right)=\left\{x_{0}\right\}
$$

(ii) there is a $u_{e} \in \Delta_{2^{m}}$ such that (72) holds.

We give an example for this.
Example 5.19
Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=x_{1}(t) \vee u_{1}(t) \\
& x_{2}(t+1)=\left(x_{2}(t) \vee x_{3}(t)\right) \leftrightarrow u_{1}(t) \\
& x_{3}(t+1)=\left(u_{1}(t) \rightarrow x_{2}(t)\right) \vee x_{3}(t)  \tag{75}\\
& x_{4}(t+1)=\left(x_{3}(t) \wedge u_{2}(t)\right) \rightarrow x_{4}(t)
\end{align*}
$$

Set $x(t)=\ltimes_{i=1}^{4} x_{i}(t)$ and $u(t)=\ltimes_{i=1}^{2} u_{i}(t)$. Using vector form, (75) can be expressed as

$$
\begin{equation*}
x(t+1)=L u(t) x(t) \tag{76}
\end{equation*}
$$

where

According to (74), we calculate

$$
L\left(I_{2^{2}} \otimes L\right)\left(I_{2^{2 \times 2}} \otimes L\right) \ldots\left(I_{2^{2(k-1)}} \otimes L\right)
$$

to see whether we can find a constant mapping block. In fact when $k=2$ we have

$$
\begin{aligned}
M & =L\left(I_{2^{2}} \otimes L\right) \\
& :=\left[M_{1}, M_{2}, \ldots, M_{16}\right]
\end{aligned}
$$

where

$$
M=\delta_{16}\left[\begin{array}{rlllllllllllllll}
1 & 2 & 1 & 1 & 1 & 2 & 7 & 7 & 1 & 2 & 1 & 1 & 1 & 2 & 7 & 7 \\
1 & 1 & 1 & 1 & 1 & 1 & 7 & 7 & 1 & 1 & 1 & 1 & 1 & 1 & 7 & 7 \\
1 & 2 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & 2 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 7 & 7 & 1 & 1 & 1 & 1 & 1 & 1 & 7 & 7 \\
1 & 1 & 1 & 1 & 1 & 1 & 7 & 7 & 1 & 1 & 1 & 1 & 1 & 1 & 7 & 7  \tag{77}\\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
5 & 6 & 5 & 5 & 5 & 6 & 1 & 1 & 5 & 6 & 5 & 5 & 5 & 6 & 1 & 1 \\
5 & 5 & 5 & 5 & 5 & 5 & 1 & 1 & 5 & 5 & 5 & 5 & 5 & 5 & 1 & 1 \\
5 & 6 & 5 & 5 & 5 & 6 & 5 & 5 & 13 & 14 & 13 & 13 & 13 & 14 & 13 & 13 \\
5 & 5 & 5 & 5 & 5 & 5 & 5 & 5 & 13 & 13 & 13 & 13 & 13 & 13 & 13 & 13 \\
5 & 5 & 5 & 5 & 5 & 5 & 1 & 1 & 5 & 5 & 5 & 5 & 5 & 5 & 1 & 1 \\
5 & 5 & 5 & 5 & 5 & 5 & 1 & 1 & 5 & 5 & 5 & 5 & 5 & 5 & 1 & 1 \\
5 & 5 & 5 & 5 & 5 & 5 & 5 & 5 & 13 & 13 & 13 & 13 & 13 & 13 & 13 & 13 \\
5 & 5 & 5 & 5 & 5 & 5 & 5 & 5 & 13 & 13 & 13 & 13 & 13 & 13 & 13 & 13], ~
\end{array}\right.
$$

and $M_{i} \in \mathscr{L}_{16 \times 16}, i=1, \ldots, 16$. From (77), we know that

$$
M_{4}=M_{7}=M_{8}=\delta_{16}\left[\begin{array}{llllllllllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right]
$$

Equivalently,

$$
\operatorname{Col}\left(M_{4}\right)=\operatorname{Col}\left(M_{7}\right)=\operatorname{Col}\left(M_{8}\right)=\left\{\delta_{16}^{1}\right\}
$$

On the other hand, choosing $u_{e}=\delta_{4}^{1}$ ( or $u_{e}=\delta_{4}^{2}$ ), we have

$$
L u_{e} \delta_{16}^{1}=\delta_{16}^{1}
$$

From Theorem 5.18, system (75) is globally stabilized to $x_{0}=\delta_{16}^{1} \sim\left(\begin{array}{llll}1 & 1 & 1 & 1\end{array}\right)$ by an open-loop control $u(t)$ (or $\bar{u}(t)$ and $\tilde{u}(t)$ ), where
$u(t)=\left\{\begin{array}{ll}\delta_{4}^{4} \sim(00), & t=1 \\ \delta_{4}^{1} \sim(11), & t=2 \\ u_{e}, & t \geqslant 3,\end{array} \quad\right.$ and $\quad \bar{u}(t)=\left\{\begin{array}{ll}\delta_{4}^{3} \sim(01), & t=1 \\ \delta_{4}^{2} \sim(10), & t=2 \\ u_{e}, & t \geqslant 3,\end{array} \quad\right.$ and $\quad \tilde{u}(t)= \begin{cases}\delta_{4}^{4} \sim(00), & t=1 \\ \delta_{4}^{2} \sim(10), & t=2 \\ u_{e}, & t \geqslant 3 .\end{cases}$
Before ending this section we should like to discuss briefly about the conditions in Theorem 5.18. The condition (i) says that all the trajectories can reach the preassigned fixed point $x_{0}$. One may doubt whether the condition (ii) is necessary. In fact, condition (ii) means that $x_{0}$ is an equilibrium state under certain control. The following example shows that condition (ii) is also necessary.

Example 5.20
Consider the following system:

$$
\begin{align*}
& x_{1}(t+1)=\neg\left(x_{1}(t) \wedge u(t)\right) \\
& x_{2}(t+1)=\left(u(t) \wedge\left(x_{2}(t) \rightarrow x_{1}(t)\right)\right) \vee\left(\neg u(t) \wedge\left(x_{1}(t) \leftrightarrow x_{2}(t)\right)\right) \tag{78}
\end{align*}
$$

Set $x(t)=\ltimes_{i=1}^{2} x_{i}(t)$. Using the vector form, (75) can be expressed as:

$$
\begin{align*}
x(t+1) & =\operatorname{Lu(t)x(t)} \\
& =\delta_{4}\left[\begin{array}{lllllllll}
3 & 3 & 2 & 1 & 1 & 2 & 2 & 1
\end{array}\right] u(t) x(t) . \tag{79}
\end{align*}
$$

For any initial state $\xi \in \Delta_{4}$, if we choose $u(1)=\delta_{2}^{2}$, then

$$
\begin{aligned}
x(2) & =\operatorname{Lu(1)\xi } \\
& =\delta_{4}\left[\begin{array}{llll}
1 & 2 & 2 & 1
\end{array}\right] \xi .
\end{aligned}
$$

Next, choose $u(2)=\delta_{2}^{1}$, then

$$
\begin{aligned}
& x(3)=L u(2) x(2) \\
& =\left(\begin{array}{llll}
\delta_{4}\left[\begin{array}{llll}
3 & 3 & 2 & 1
\end{array}\right]\left(\delta_{4}\left[\begin{array}{llll}
1 & 2 & 2 & 1
\end{array}\right]\right) \xi, ~
\end{array}\right. \\
& =\delta_{4}\left[\begin{array}{llll}
3 & 3 & 3 & 3
\end{array}\right] \xi \\
& =\delta_{4}^{3} \forall \xi \in \Delta_{4} \text {. }
\end{aligned}
$$

From (76), it is obvious that there does not exist $u_{e}$, such that

$$
L u_{e} \delta_{4}^{3}=\delta_{4}^{3} .
$$

In step 3 , no matter what is the value of $u(3),\left(u(3)=\delta_{2}^{1}\right.$ or $\left.u(3)=\delta_{2}^{2}\right)$, the dynamic of the Boolean network will leave the state $x_{0}=\delta_{4}^{3}$. Hence, system (75) cannot be globally stabilized to $x_{0}$ by an open-loop control $u(t), t=1,2, \ldots$.

## 6. CONCLUSION

The stability of Boolean networks and the stabilization of Boolean control networks were investigated in this paper. The STP of matrices and the matrix expression of logic provided a powerful tool for this work. The main results consist of two parts. (i) The known results of convergence provided in [13] have been improved by using logical coordinate transformations. Then it has been used to the design of stabilizers for Boolean control networks. (ii) Based on the algebraic form of Boolean (control) networks, necessary and sufficient conditions for stability of Boolean networks were obtained. Then the stabilization of Boolean control networks by constant controls, open-loop controls, and closed-loop controls were investigated and the respective necessary and sufficient conditions was obtained. The stabilizer design techniques were also provided.

Though the results in part (i) are only sufficient, their main advantage is that the related computations are less complicated because the incidence matrices used there are of much smaller dimensions ( $n \times n$ ). The weakness of part (ii) is the computation complexity because they use transition matrices, which are of much larger dimensions $\left(2^{n} \times 2^{n}\right)$.
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