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On Dynamics and Nash Equilibriums of

Networked Games

Daizhan Cheng Tingting Xu

Abstract—Networked noncooperative games are investigated,
where each player (or agent) plays with all other players in its
neighborhood. Assume the evolution is based on the fact that
each player uses its neighbors’ current information to decide
its next strategy. By using sub-neighborhood, the dynamics of
the evolution is obtained. Then a method for calculating Nash
equilibriums from mixed strategies of multi-players is proposed.
The relationship between local Nash equilibriums based on
individual neighborhoods and global Nash equilibriums of overall
network is revealed. Then a technique is proposed to construct
Nash equilibriums of an evolutionary game from its one step
static Nash equilibriums. The basic tool of this approach is the
semi-tensor product of matrices, which converts strategies into
logical matrices and payoffs into pseudo-Boolean functions, then
networked evolutionary games become discrete time dynamic
systems.

Index Terms—Networked non-cooperative game, local infor-
mation, sub-neighborhood, fundamental evolutionary equation,
Nash equilibrium.

I. INTRODUCTION

HE evolutionary game was firstly proposed by biologists

about four decades ago. It was used in biology to model
the evolution of species in nature. Later on, it had various
applications not only to biology but also to economics, social
sciences, etc.! =2, In an evolutionary game there are usually
many players, and the players as nodes form a complete graph.
That is, each player plays with all others, and repeats the game
for many or even infinite times.

Though it has been proved very useful, this approach has
an obvious drawback, that is, the topology describing the
relationship of players is ignored. Recently, the network!3—¢l
was borrowed to describe the topology of players in an
evolutionary game. Roughly speaking, an evolutionary game
with a graph using players as nodes is a networked evolution-
ary game (NEG). For the last decade or so, the networked
evolutionary game has become a hot topicl”~9. Some survey
papers provided a general description and overall picture for
the characteristics and research topics of NEGs!10—11],

The progress of the study of NEGs is rapid and many
interesting results have been reported. For instance, the evo-
lution of cooperation on scale-free networks was investigated
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in [12—13], evolution on two interdependent networks was
considered in [14—15], etc. We refer to [16] for some recent
developments.

To the best of our knowledge, most of researches on NEGs
are based on Monte Carlo and similar simulations. It can
hardly be used for general, e.g., asymmetric networks. Using
semi-tensor product of matrices, this paper proposes a new
framework to model the networked game. Then we present an
algorithm to calculate the mixed strategy Nash equilibrium of
a multi-player game. By exploring the relationship between
local and global Nash equilibriums, the method is applied to
static network games. Finally, a sufficient condition is provided
to construct the Nash equilibrium of networked evolutionary
game via the Nash equilibrium of its corresponding one step
static game.

The paper is organized as follows. Section II introduces
some notations and gives a brief survey on semi-tensor product
of matrices. Section III analyzes the structure of networked
evolutionary games. Then a rigorous mathematical model
for NEGs is presented in Section IV. Section V proposes a
method to calculate the Nash equilibrium for multi-player
games. In Section VI, we first investigate the static Nash
equilibrium of networked game. Then the relationship between
local and global Nash equilibriums is revealed, and it is used
to calculate the static Nash equilibrium of networked games.
Finally, a sufficient condition is obtained to construct Nash
equilibrium of NEG via its corresponding one step static Nash
equilibriums. Section VII contains some concluding remarks.

II. PRELIMINARIES
A. Notations

1) M, «xn is the set of m x n real matrices.

2) Col;(M) is the ith column of matrix M; Col(M) is the
set of columns of M.

3) D, ={1,2,--- ,k}.

4) 6¢ = Col;(I,,), i.e., it is the ith column of the identity
matrix.

5) A, = Col(I,).

6) M € M, xr is called a logical matrix if Col(M) C A,
the set of m x n logical matrices is denoted by L, .

7) Assume L € L, xn, and

L=[oy s - oh],
then its shorthand form is
L=506y[i1 ia - in].

8) r=(ry,- - ,rk)T € RF is called a probabilistic vector,
ifr; >0,i=1,---,kand YF_ r; = 1.
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The set of k£ dimensional probabilistic vectors is denoted by
7.
9) Let R € Myyxn. If Col(R) C 1, then R is called a
probabilistic matrix. The set of m xn dimensional probabilistic
matrices is denoted by 1, xp.

B. Semi-tensor Product of Matrices

Semi-tensor product of matrices is the main tool in this
paper. The following is a brief survey.

Definition 1. Let A € M,,,«,, and B € M,. Denote by
t = lem(n,p) the least common multiple of n and p. Then
we define the semi-tensor product (STP) of A and B as

Ax B=(A®Iiyn) (B® Lijp) € Mentjnyx(at/p)- (D

Remark 1. 1) When n = p, A x B = AB. Therefore the
STP is a generalization of the conventional matrix product. So
symbol “ix”” can be omitted, and the matrix product is assumed
to be STP in the sequel.

2) STP keeps all the major properties of the conventional
matrix product valid, including the associative law and dis-
tributive law.

We cite some basic properties which are used in this note.

Proposition 1. 1) For any two matrices,

(Ax B)T =BT x AT, )
2) If A and B are invertible, then
(AxB)'=B"1txA" 3)

Proposition 2. Let X € R’ be a column vector. Then for
matrix M,

XxM=(I;®@M)xX. 4
Definition 2. Define a matrix
W[n’m] =0mn[l,m+1,2m+1,--- (n—1)m+1,
2m+22m+2--- (n—1)m—+ 2,
n,m+n,2m+n,-" 7mn] e~/\/lﬂ"wz><'rrm,a
(%)

which is called a swap matrix.
Proposition 3. Let X € R™ and Y € R™ be two column
vectors. Then

Wi X X xY =Y x X. (6)

Finally, we consider how to express a Boolean function into
the algebraic form.

Theorem 1. Let f : B® — B be a Boolean function
expressed as

y:f($17"'7xn)7 (7)
where z; € B = {0, 1}. Identify
1~d3, 0~d3. (8)

Then there exists a unique logical matrix My € Loy 2n, called
the structure matrix of f, such that by using (8), (7) can be
expressed in the vector form as

y = My xi_y i, €))

which is called the algebraic form of (7).
Assume z; € Dy, i =1,--- ,n. We identify Dy, ~ Ay, by

1~6h, 2062, oo ko~ OF. (10)

,Zn) ¢ [y Dk, — Dy,. By identification
,xn) : IX?:lAki — Dko’

Assume f(xq,---
(10), f becomes a mapping f(z1,- -
which is called the vector form of f.
Theorem 1 can be generalized as
Theorem 2. Let f(x1,--,2y,) : [[1— Dk, — Dk, Using
identification (10), f can be expressed in the vector form as

Y

where My € Ly, xs is unique, which is called the structure
matrix of f. Moreover, (11) is called the algebraic form of f.

y= Mf [)(?:1 Ty,

III. STRUCTURE OF NEGSs

Assume there are n players (or agents) denoted by N = {1,
2,---,n},and E C N x N describes the relation between
players. Then a network graph (N, E) is obtained.

Definition 3. 1) j is said to be in the neighborhood of ¢,
denoted by j € U, if either (i,5) € F or (j,4) € E. Hence
the definition of neighborhood hereafter is independent of the
directions of edges, even if the graph is directed.

2) As a convention, we define 7 € U;.

3)If k € U; and j € U, then k is said to be in the sub-
neighborhood of 4, denoted by k € U;.

Definition 4. Game G is called a fundamental network game
(FNG), if

1) G has two players;

2) Both players have the same set of strategies, denoted by
S={1,2--- k}.

G is symmetric if

61,2(81‘,53‘) = C271(8j75i)7 VSZ‘,S]‘ €s.

Now each player ¢ plays the FNG G pairwisely with each
of its neighbors j, j € U;\{i}. The overall payoff of i is the
average of its payoffs ¢; ;, precisely,

% > ey i=1,2- 0.
JEU\{i}

Definition 5. A strategy updating rule (SUR), denoted by
I1, is a rule for each player ¢ to update its strategy x;(t + 1),
based on its neighbors’ information at time ¢. Precisely, it can
be expressed as

zi(t+1) = fi ({;(t),c;(0)]j € Ui}),

12)

i=1,2,--- n.
13)

Note that the f; in (13) will be uniquely determined by the
SUR. Throughout this paper we use only the following two
typical SURs:

1) II; (Unconditional imitation!®!):

The strategy of player ¢ at time ¢ + 1, z;(¢t + 1), is selected
as the best strategy among the strategies of its neighbors j €
U(7) at time ¢. Precisely, if

i = (2(1), 14
J7 = arg max c;(z(t)) (14)

then
zi(t + 1) = ;- (). (15)



If the argmax set is not a singleton, say

arg max c;(z(t)) = {51, ,in}s
gjeU(i) (@) = {41 Jr}

then a fixed priority is given as

j° =min{y | p € arg max ¢;(z(t))}. (16)
JEU(d)
This method leads to a deterministic k-valued dynamics.
2) II, (Simplified Fermi rulel!7—18]):
Player 4 chooses randomly a neighborhood j € U(i) and
compares ¢;(x(t)) with ¢;(z(t)) to determine z;(t + 1) as

zj(t),  ci(x(t)) > ci(z(t)),
zi(t+1) = 7
x;(t), otherwise.
This method leads to a probabilistic k-valued dynamics.

Now we are ready to give a rigorous definition of NEGs!'9,

Definition 6. An NEG, denoted by a triple ((N, E), G, II),
consists of three factors: 1) the network graph (N, E); 2) an
FNG G; 3) an SUR II.

Note that a network graph could be directed, which is
applicable to the case when the FNG is asymmetric. In this
case (i,7) € E means in the FEG i is the first player 1 and j
is the second player 2.

Example 1. 1) Consider a networked game described by an
undirected graph in Fig. 1(a). Assume the strategy set Sy =
{1,2}, and the payoff bi-matrix of the 1st FNG G, played
by player pairs (1,2) and (2,3), is shown in Table I, and
the payoff bi-matrix of the 2nd FNG Ga, played by (3,4), is
shown in Table II.

3

4

(a) Symmetric graph (b) Asymmetric graph

Fig.1. Two kinds of graphs.

TABLE I
PAYOFF BI-MATRIX FOR Fig. 1 (a): (1,2), (2,3)

P\P, 1 9
1 1, -1 (—10, 0)
2 (0, —10) (—5, —5)
TABLE II

PAYOFF BI-MATRIX FOR Fig. 1 (a): (3,4)

Pi\P, 1 2
1 (—37 _3) (27 _2)
2 (—2, 2) (17 1)

Since G, G2 are symmetric, this is a symmetric NEG.
2) Consider a networked game described by directed graph
in Fig. 1 (b). Assume Sy = {1, 2}, and the payoff bi-matrix of
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the unique FNG G3, played by (4,2), (2,1), (1,3), (3,2), is
shown in Table III

TABLE 1II
ASYMMETRIC PAYOFF BI-MATRIX FOR Fig. 1 (b)

P\P, 1 2

1 (-1, 1)
2 (-2, 3)

Since (3 is asymmetric, this is an asymmetric NEG.
This example will be further investigated in the sequel.

IV. NETWORK PROFILE DYNAMICS

From the SUR equation (2.2), since ¢;(t) depends on z(¢),
k € Uj, one sees easily that (2.2) can be rewritten as

zi(t+1) = fi {ar@t)|k € U;}), (18)

This is a standard k-valued logical dynamic network (might
be a probabilistic one). If we can figure out f; in (3.1),
the network profile dynamics can be constructed via standard
procedures!?’]. In fact, it can be determined by SUR. It will
be illustrated via an example later.

According to Theorem 2, (3.1) can be expressed into the
vector form as

i=1,2,--,n.

zi(t+1) = Mz(t), i=1,2,--- n, (19)
where x(t) = X 2;(t), M; € Lrxpn.
Then the network profile dynamics is obtained as
x(t+1) = Mxz(t). (20)

To see how to construct M, it depends on the SUR, which
leads to two possible cases:

1) Case 1 (deterministic model): when M; € Lyxin, i = 1,
.-+, n, and

M =My« My x*---xM,. 21

Note that in the above “x” is the Khari-Rao product defined
as follows!?!: Let A € M,, and B € Mx,,. Then

Ax B = [CO]] (A) X COh(B)7 COIQ(A) X COIQ(B), ey
Col, (A) x Col,(B)].
2) Case 2 (probabilistic model):

M;=M], with P=p], j=1,,r i=1,n,
(22)
where 2221 pg = 1. Then (20) becomes a probabilistic model
with

M = M} M3 %+ M3, with P =[] pl",
1 2 n };[lpv (23)

Gi=1,---,r; i=1,---,n.

Example 2. Recall Example 1.

1) Consider part 1) in Example 1 and assume the SUR is
Hli _

x1(t + 1) depends on its sub-neighborhood U; = {1, 2,3}
only. For instance, if 1 = 1, o = 2, z3 = 2, then using
Table I, we have

c1 =ci12 =—10, c31 =0, co3 = -5,

Co = C21 + Co3 = —5.
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Then
fl(l, 2,2) = To = 2.

Similarly, all the values of f; are calculated and listed in Table
IV.

TABLE IV
CALCULATING f; (Pa: PAYOFF, Pr: PROFILE)

Pa\Pr 111 112 121 122 211 212 221 222

Define x(t) = x}_,z;(t). Then we can express the above 4
equations as

zi(t+1) = M;z(t), i=1,2,3,4, (24)
where
My =09[1,1,1,1,2,2,2,2,2/2,2:2,2.2 2 2],
My =62]1,1,1,2,2,2,2,2,2,1,2,2,2,2,2, 2],
M; =691,1,1,2,2,2,1,2,1,1,1,2,1,2,1, 2]
]

c1 —1 -1 —10 -—10 0 0 -5 -5 )
co —2 —11 0 —5 —1 -5 —5 —10 M4 :62[1717172715271727171517271a27152'
f1 1 1 2 2 2 2 2 2

That is, in the vector form:
z1(t+1) = fi(z1(t),22(t),23(t)) =
52[1, 1, 2, 2, 2, 2, 2, 2].131(25)1‘2(75)1‘3(75).
Similarly, we can obtain

za(t + 1) = fa(ar(t), w2(t), 23(t), z4(t)) =
(52[1, 1,1,2,2,2,2,2,2, 172,2,2,2,272]l><
z1(t)w2(t) s (t)za(t),

wa(t+1) = fylwr(), wa(t), 2a(t), 24 (1)) =
52[1,1,1,2,2,2,1,2,1,1,1,2,1,2,1,2]x
z1(t)w2(t) s (t)za(t),

Then the network profile dynamics is
x(t+1) = Ma(t), (25)
where

M = Ml*MQ*Mg*M4:
616[1,1,1,8,15,16,13,16,13,9, 13,16, 13,16, 13, 16].

2) Consider part 2) in Example 1 and assume the SUR is
HQZ

Now only players 2 and 3 have different choices. We use
f4 to describe the SUR when player 2 chooses to compete
with player 1, and f3 the SUR when player 2 chooses player
3; we use fi for the case player 3 chooses player 2 and f2
the case player 3 chooses player 4. Using Table III, the f;, @

and = 1,2,3,4 can be calculated, which are shown in Table V.
a(t+1) = fa(wa(t), z3(t), m4(t)) = It comes from Table V that
52[17 1,1,2,1,2,1, 2].’172(t)l‘3(t)$4(t) fz(t + 1) = M; K?:l l‘z(t) = sz(t),
TABLE V
CALCULATING f; (Pa: PAYOFF, Pr: PROFILE)

Pa\Pr 1111 1112 1121 1122 1211 1212 1221 1222
c1 -1 -1 -1 -1 2 2 2 2
c2 0 0 1.5 1.5 0.5 0.5 3.5 3.5
c3 1 2 3 2 2 3 2 1
4 -1 -2 2 4 -1 -2 2 4
f1 1 1 1 1 1 1 2 2

3 1 1 1 1 1 1 2 2
2 1 1 2 2 1 1 2 2
3 1 1 2 2 1 1 2 2
2 1 1 2 2 1 1 1 2
f4 1 1 2 2 1 1 2 2

Pa\Pr 2111 2112 2121 2122 2211 2212 2221 2222
1 -2 -2 -2 -2 4 4 4 4
c2 1 1 2.5 2.5 —0.5 —0.5 2.5 2.5
c3 1 —-0.5 3 2 2 3 2 1
c4 -1 3 2 4 -1 -2 2 4
f1 1 1 1 1 2 2 2 2

3 1 1 1 1 2 2 2 2

2 1 1 2 1 1 1 2 2

h 1 1 2 1 1 1 2 2

2 1 2 2 2 1 1 1 2

fa 1 2 2 2 1 1 1 2
where where

D My =06.1,1,1,1,1,1,2,2,1,1,1,1,2,2,2,2];

M3, pi=0.5,

2) Mz = M2, pi=05

M} =6,[1,1,1,1,1,1,2,2,1,1,1,1,2,2,2,2],
M2 =6,[1,1,2,2,1,1,2,2,1,1,2,1,1,1,2,2];



M?}’ p%:

D M=z 205

where

M) = 6,[1,1,2,2,1,1,2,2,1,1,2,1,1,1,2,2],
M2 =6,[1,1,2,2,1,1,1,2,1,2,2,2,1,1,1,2];

4) My =6,[1,1,2,2,1,1,1,2,1,2,2,2,1,1,1,2].

) 9 ) ) ) ) 9 )

We conclude that the overall network profile dynamics is
z(t+1) = Mx(t), (26)
with

M:Ml*Mg*Mg*M4:

616[1,1,4,4,1,1,13,16,1,4,4,4,13,13,13,16], P=0.25,
616[1,1,4,4,1,1,15,16,1,2,4,2,13,13,15,16], P=0.25,
P=0.25,
P=0.25.

[
S16[1,1,8,8,1,1,13,16,1,4,8,4,9,9, 13, 16],
S16[1,1,8,8,1,1,15,16,1,2,8,2,9,9, 15, 16],

V. CALCULATING NASH EQUILIBRIUM(S)
A. Equation for Nash Equilibrium(s)

First, we consider a static networked game (NG). From
(12) it is clear that the payoffs are k-valued pseudo-logical
functions. Then, they can be expressed into the algebraic form
as

CZZG,‘ D(;-Lzl Zj, i:1,~-- (27)

’n)

where G; € R*" is a row vector.

In this subsection, we mainly consider games with mixed
strategies. Because the existence of Nash equilibrium is as-
sured as the mixed strategy is allowed(22—23,

The following lemma comes from definitions immediately.

Lemma 1. Consider the payoffs in algebraic form as (27).

If player ¢ takes mixed strategies
T = [xll, TN xf] €y, i=1,---,n,
then the expected values are
Ei=G x/_jz;, i=1-,n. (28)

In Example 1, the composition of strategy dynamics of
all players into profile dynamics has been discussed. In the
following, we consider the case of mixed strategy.

Lemma 2. Given y; € 1, i =1,--- ,m,
Yy = K:‘iﬁ/i»
m,k .
DI = diag{Lym-1,- -, Lym 1 }Wigi1 4. (29)
k
Then we have the following decomposition formula:
yi =DMy, =1, m, (30)
Proof. First, note that if X € :);P and Y € 7, then X x YV
€ 7,4 Denote y1 = [y1, -+, y¥]T and set

y = Xol1, siYs

U = diag{1gm-1,-+, Lpm-1}.
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Then it is clear that
i Y1 Ljm—ay Y

2 2 (-1)
Yy Y7 Llpm—1y
Ty = '1 y(*l) _ |7t . =y
y’f yflkmfly(_l)
It follows that
m,k —i
D™ My = Wy~ = .
O
Remark 2. Assume y;, x; € A, i=1,--- ,m,j=1,---,
n. Let
:MiLU, i=1,---,m, (3])
where M; € Lixgn, * = X}_ 2. Then
y= Mz, (32)

where y = X, y; and

M = My * My % -+ % M,,.

For the probabilistic case, where y;,z; € 1, the structure
matrix can be calculated by (23).
To calculate the Nash equilibrium(s), we need the following
lemma. It can be verified by a straightforward computation.
Lemma 3. Assume X € 7, and Y € 1;,. We define two
dummy matrices, named “front-maintaining operator (FMO)”
and “rear-maintaining operator (RMO)” respectively as

Pq _
DRt =5, |11 22 pooopl,
q q q

DPl=§,[12---q 12---q -+~ 12---q
—— —— ——
P
Then we have
D?’qXY =X, (33)
DPiXYy =Y. (34)

Next, we express x; by its independent components as

T
I D k—l J
Ti= |x;, -, , 1= E ;|

t=1,---,n.
Then we have
OFE; ;
ol =Gzt Ti ((Si - 5’5) Tip1-o Tp =
GiW[k,kifl] ((% — (5’;:) L1 Xj—1T441 " Tp =

kykn—i
"mile ]mimi+1"'mn:

GiWie e (5% - 5’,5) o
GiWii iy (8] = 0F) (Tur @ DIF"T) w3y =

Gi’YiI7 j:17"'ﬂk_17 2'217"'771,
(35)
where x = X}, z;, and
¥ = Wi i1y ((% - 51@) (I’C”1 ® Dyc’knii]) - (9

Using ’yg , We construct a matrix as
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[ Gyt ]
Gyt !
G2’721
I=| . "W 37
GQ'}/;C 1 ( )
G
Gn’}./k_l
Then we have the following result.
Theorem 4. z; € 1},,, ¢ = 1,--- ,n is a mixed strategy
Nash equilibrium, if and only if they satisfy
le=Tx,z;=0. 38)

Proof. Necessity is obvious. As for the sufficiency, since
2703 is independent of =7, s =1,--- ,p; — 1, then
Ei(xy-xi-ay)=cz]-x---x)), YV, €.

The conclusion follows. |

B. Numerical Algorithm

In this section, we explore a numerical algorithm for calcu-
lating Nash equilibrium. We define some sets:

s={eer" o=},
H=TxNS5,
U:{K?:Mh' ‘ z; € 1y, z':l’...’n}_

The following proposition comes from the definition.
Proposition 4. = € 1), is a Nash equilibrium, if and only if

re HNU.

According to this proposition, we define two mappings:
1) p:U — H as

p(xr) =argmin|ly —z||, yeH, €U (39
Yy
2ym:H —U as
m(y) = Xi g {Dﬁ["’k]y} . (40)

To see ¢ is well defined, we consider the following problem:
for a given zo € R", minimize (y — z9)T (y — z0), i.e.,

miny Ty — 2xgy,

Ay =0,
s.t.
y >0,

e[ o)

This is a quadratic programming problem; by checking the

Karush-Kuhn-Tucker (KKT) condition, the solution is unique.

That is, ¢ is well defined24,

(41)

(42)

where

Now we are ready to present the following algorithm, as
shown in Fig. 2.

Fig.2. Searching algorithm.

Algorithm 1.

Step 1. Choose a point xg € U. Find yo = p(x¢) € H, and
then find 1 = 7(yo) € U.

Step k. Find yr_1 = ¢(xx—1) € H, and then find x =
7(yr—1) € U.

Last step. If

T(yk) = Yk (43)

stop.

C. A Numerical Example
Example 4. Consider the game of rock-scissors-paper (R-
S-P). The payoff bi-matrix is shown in Table VI.

TABLE VI
PAYOFF BI-MATRIX OF R-S-P

Py\P; R=1 5=2 P=3
R=1 (0, 0) 1, -1) (-1, 1)
S5=2 (-1, 1) (0, 0) (1, —1)
P=3 1, -1) (-1, 1) (0, 0)

Now assume there is a network of three players and the
network graph is a complete graph, i.e., any two nodes are
connected. It is easy to figure out the payoff matrix as shown
in Table VII.

TABLE VII
OVERALL PAYOFF BI-MATRIX
S 111 112 113 121 122 123 131 132 133
c1 0 1 -1 1 2 0 -1 0 -2
c2 0 1 -1 -2 -1 0 2 0 1
c3 0 -2 2 1 -1 0 -1 0 1
S 211 212 213 221 222 223 231 232 233
ct —2 -1 0 -1 0 1 0 1 2
c2 1 2 0 -1 0 1 0 -2 -1
c3 1 -1 0 2 0 -2 0 1 -1
S 311 312 313 321 322 323 331 332 333
c1 2 0 1 0 -2 -1 1 -1 0
c2 -1 0 —2 0 1 2 1 -1 0
cg —1 0 1 0 1 -1 =2 2 0




It follows that

Gl = [05 17 _1a 1) 2707 _17 0) _27 _25 _17()’ _1,07
17 07 17 2? 27 01 1707 _2a _17 1? _170]7
G2 = [Oa ]-v _]-7 _27 _]-7 01 2707 ]-7 ]-7 21 07 _17 07
1; 0, 727 71, 717 Oa 72707 ]-a 2; 17 717 O}a
G3 = [Oa 727 2a 17 71707 71707 17 1a 71707 27 Oa
~2,0,1,-1,-1,0,1,0,1,—1,-2,2,0].
Using formula (36), we set
= Gyt = Gh(85 — 83D,
= G117} = G1(65 — )DLS’?’Z]
Ry = Gayb = GoWi35(0% — 63) (13 ®D33])
Ry = G273 = GaWi3 5 (65 — 63) (13 ® D 3’3])
Rs = Gyvi = GsWi3.0/(05 — 63) (I ® DB 1])
= G} = GsWis (33 - 83) (1o @ D).

Then it is easy to calculate R;, ¢ = 1,2,3,4,5,6, as

Ry =1[-2,1,-2,1,4,1,-2,1,-2,-2,1,—-2,1,4,
1,72,1,72 —-2,1,-2,1,4,1,-2,1,-2],
Ry=1[-4,-1,— 1,2,2, 1,2,2,-4,-1,-1,-1,2,
2,—1,2,2, —4,—1 -1,2,2,-1,2,2],

Ry =[-2,1,-2,-2,1,-2,-2,1,-2,1,4,1,1,4,
1,1,4,1,-2,1,-2,-2,1,-2,—-2,1,-2],
Ry=1]-4,-1,-1,-4,-1,-1,-4,-1,-1,-1,2,2, 1,2,
2,-1,2,2,-1,2,2,-1,2,2,—-1,2,2],
Ry =[-2,-2,-2,1,1,1,-2,-2,-2,1,1,1,4,4,
4,1,1,1,-2,-2,-2,1,1,1, -2, -2, —2],
Rs=[-4,-4,-4,-1,-1,-1,-1,-1,-1,-1,-1,—-1,2,2,
2,2,2,2,—-1,-1,-1,2,2,2,2,2,2].
Finally, equation (38) becomes
Ry
Ry
. | z=0. (44)
Rg
It is easy to check that the strategy
R, P(R)=3,
3
() =48 P(S)=g, i=l-.3 @9
P PO) =3,

is a Nash equilibrium, because
T =T XTI XT3 =
11 1\" /11 1\" /111\"
ot a)o X PRECERY X 2) 99 =
3'3'3 3’3’3 3'3’3
T
1 1 1
27’ 27’ 27
27
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satisfies (44).

In fact, there are infinitely many Nash equilibriums. Algo-
rithm 1 can be used to calculate some of them: Randomly
choose an initial point as

29 =1[0422 0298 0280 |,
29 =1[ 0468 0.146 0386 |,
2= 0443 0224 0334 ],

then a Nash equilibrium is calculated as

z7=[0303 0268 0429 ",
z3 = 0303 0268 0429 ],
z3=[0364 0398 0.238]".

Another initial point is chosen as

29 =[0115 0082 0803 ]",
29 =1[0423 0507 0.070 |,
2= 0542 0447 0.011]",

then the corresponding Nash equilibrium is

z7=[0303 0268 0429 ",
z3=[ 0303 0268 0429 ],
z3=[0364 0398 0.238]".

VI. NASH EQUILIBRIUM(S) OF NEGS

First, we consider the Nash equilibrium of a networked
game (NG).

A. Static Case

Combining the results in the last two sections, it is clear that
the algorithm developed in Section V can be used directly to
find the static Nash equilibrium(s) based on the network profile
dynamics obtained in Section I'V. But as the size of the network
is not small, getting the overall network profile dynamics is a
heavy job. In this section, we consider how to get the global
Nash equilibrium via the local one.

Let (N, E) be a graph. (N’, E’) is called a subgraph of
(N,E)if 1) N C N, E' C FE; and 2) if (a,b) € F and
a, b € N’, then (a,b) € E'. Let (N, E),G,1I) be an NEG.
(N',E') is a subgraph of (N, FE). Then ((N',E’),G,1I) is
called a sub-NEG of ((N, E),G,1II).

Note that subgraph (N’, E’) is uniquely determined by N’.
So, we can simply say N’ is a subgraph of (N, E). If there
is no possible confusion, we can also simply say N’ is a sub-
NEG of ((N, E),G,II).

Now for each U;, ¢« € N, we consider a sub networked
static game. Using Theorem 4 and Algorithm 1, we can find
the equilibrium:

i ={=z}, 2} oy (46)

Definition 7. The Nash equilibrium (46), obtained from the
neighborhood U;, is called a local Nash equilibrium of the
NEG.

The following result is obvious.
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Theorem 5. Assume there exists a set of local Nash
equilibriums

e = {af a5 i e UNiY}, i=1,---,n,

such that

*

v, =x;€e;, jEU; i=1,--,n 47)

Then {z}|i =1,--- ,n} is a global Nash equilibrium.

Example 5. Consider a cycle network described in Fig. 3.
Assume each player plays with its neighbors the game of rock-
scissors-paper as in Example 4.

1 2

i+2 i-1

Fig.3. A cycle network.

It is easy to check that the strategy

&P@:;
xi(t>: S, P(S):%v i=1,---,n
RP@—%

is both local and global Nash equilibrium.

B. Dynamic Case

In the dynamic case, that is, game G is played repeatedly
for infinite times (or for n times), denoted by G, (or G,),
we first need payment criteria to verify the Nash equilibrium.
The following criterion is adopted(2°!:

E;=> NEi(t), (48)
=1
where 0 < A < 1 is the discount factor.

An obvious fact is: if profile {(x}(t),---,z:(t)|t = 1,2,
.-+ } is a Nash equilibrium for G, then {(z3(t), -, 2% (t)]
1 <t < s} is also the Nash equilibrium for the finite time
game Gy, 1 <t < s. Particularly, the initial profile {(x}(1),

-, 2% (1)} is a Nash equilibrium for G, which is considered
as a static game.

Assume the SUR is fixed. Based on the above consideration,
the following sufficient condition is obvious.

Proposition 5. {(z}(t), - ,z5(¢)[t = 1,2, -} is a Nash
equilibrium for G, if

1) x(1) = x}_;z7(1) is a Nash equilibrium for the static
game G1;

2) x(1) is a fixed point for the strategy dynamics

zi(t+1) = Mz(t), i=1,---,n. 49)

The following is a trivial example.

Example 6. Recall Example 4. It was shown there that
« |1 1 1
C13 33
is a Nash equilibrium for the static game of rock-scissors-
paper. To see whether it is also the Nash equilibrium, we have
to check (49). Using Table VII and the technique demonstrated
in Example 2, we can have the strategy dynamics of (49) with
M;=1[1,11111313,1,1,2,2,
2,2,2,2,2,3,3,3,3,2,2,3,3,3],
M;=11,1,3,1,1,1,3,1,3,1,1,2,1,
2,2,2,2,2,3,3,3,3,2,2,3,2,3],
M;=1[1,1,3,1,2,2,3,3,3,1,1,1,1,
2,2,3,2,3,1,1,3,2,2,2,3,2,3].

T
} . i=1,2,3

Then it is ready to verify that

¥ =3 x*—[ii 17
o T o v o7
27
is a fixed point of (49). We conclude that
x(t) =%, t=1,2---

is the Nash equilibrium of the NEG.

VII. CONCLUSION

In this paper, we first give a detailed explanation for
the structure of NEGs. The FEE is introduced and detailed
algorithm for profile dynamics is proposed. This part is based
on our recent work['”!, in which some related techniques
have been developed. The main contribution of this paper
is to investigate the Nash equilibrium(s) of NEGs. First, an
algorithm is presented to calculate Nash equilibrium(s) of
multi-player games. By analyzing the relationship between
local and global Nash equilibriums, the above algorithm is
applicable to find (one time) static Nash equilibrium(s) for
NEGs. Finally, we present a sufficient condition to obtain
dynamic Nash equilibrium(s) via static ones. What we did in
this paper is a framework. Many problems remain for further
investigation, and the technique proposed in this paper seems
promising.
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