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Abstract

This paper deals with chained form systems with strongly nonlinear disturbances and drift terms. The objective is to design robust nonlinear output feedback laws such that the closed-loop systems are globally exponentially stable. The systematic strategy combines the input-state-scaling technique with the so-called backstepping procedure. A dynamic output feedback controller for general case of uncertain chained system is developed with a filter of observer gain. Furthermore, two special cases are considered which do not use the observer gain filter. In particular, a switching control strategy is employed to get around the smooth stabilization issue (difficulty) associated with nonholonomic systems when the initial state of system is known.
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1. Introduction

The control and stabilization of nonholonomic dynamic systems has been studied by many researchers within the nonlinear control community since Brockett’s work [1], for example, see the recent survey paper by Kolmanovsky and McClamroch [2] and references...
cited therein. In 1983 Brockett [1] showed that the origin of a simple nonholonomic integrator would not be made asymptotically stable in the sense of Lyapunov by any continuous state feedback control law, and at the same time he obtained a necessary condition for asymptotic stabilization of general nonlinear systems. This condition implies that a nonholonomic system is not stabilizable by stationary continuous state-feedback, although it is (open-loop) controllable. In the past decade, many researchers have been attracted to the search for new control strategies. So far, several interesting solutions, such as open-loop periodic steering control, smooth or continuous time-varying feedback control, and discontinuous feedback control, have been found to overcome the above-described obstruction in stabilizing a nonholonomic system, for example, [3–21].

It is noted that the majority of these constructive methods have been developed for an important class of driftless nonholonomic systems in chained form, which was first introduced by Murray and Sastry [13]. It has been shown in [2,13] and references therein that many nonlinear mechanical systems with nonholonomic constraints on velocities can be transformed, either locally or globally, to the chained form system via coordinates and state feedback transformation. The typical examples include tricycle-type mobile robots, cars towing several trailers, the knife edge, a vertical rolling wheel, and a rigid spacecraft with two torque actuators.

In many practical applications, both asymptotic stabilization and exponential convergence of regulation are often demanded. However, it has been known that for nonholonomic system a smooth time-varying state feedback law can be applied to achieve asymptotic stabilization but fails to meet the requirement of exponential convergence, while a continuous time-varying and/or discontinuous feedback law guarantees the exponential regulation of nonholonomic systems in chained form but fails to achieve asymptotic stabilization [3,4,6–8,11,12,15,17,18,22]. More recently, Marchand and Alamir [19] obtained Lyapunov stability and exponential rate of convergence in the absence of disturbances. Unfortunately, their method could not easily be extended to the case with occurrence of uncertain disturbances if not impossible. We recently proposed a switching scheme to achieve Lyapunov stability and exponential convergence for uncertain chained form systems using state feedback in [23]. It is noted that most control laws proposed in the past literatures are based on state feedback, and hence can be used only if the whole state vector is measurable. If this is not the case, a dynamic output feedback control law needs to be designed. The output feedback issue has been considered for chained systems without uncertainties in [24] and with a special class of uncertainties in [17,25], where the $x_0$-subsystem is assumed to be linear when considering output feedback.

The objective of this paper is to obtain both robust global exponential regulation and Lyapunov stability with output feedback for a class of disturbed nonlinear chained systems. We make use of a particular input-state scaling, the backstepping technique, the switching scheme and observer gain filter to design a dynamic output feedback controller such that the closed-loop system is exponentially convergent and Lyapunov stable. The contribution of the paper is twofold. First, we propose a systematic control design procedure to construct a robust nonlinear output feedback control law which solves global exponential regulation problem for all plants in the considered class, including the ideal chained systems, the systems with linear $x_0$-subsystem which was considered in [17,25], and in particular, the systems which have uncertainties in the $x_0$-subsystem. Second, a switching scheme is proposed to achieve Lyapunov stability when the initial states are in a specified manifold. For the Lyapunov stability with global exponential regulation using
output feedback, to the best of our knowledge, there is still no robustification design tool for nonholonomic systems.

The remainder of this paper is organized as follows. In Section 2, the class of nonholonomic systems with strongly nonlinear disturbances is introduced, and the problem of global exponential stabilization is formulated, and some techniques are introduced. Section 3 presents the backstepping design procedure and switching control strategy. Then, in Section 4, we illustrate our novel output feedback control design introduced. Section 3 presents the backstepping design procedure and switching control

2. Problem formulation and preliminaries

Consider the following perturbed version of nonlinear system in chained form [17]

\[
\begin{aligned}
&\dot{x}_0 = u_0 + x_0 \phi_0(t, x_0), \\
&\dot{x}_1 = x_2 u_0 + \phi_1^d(t, x_0, x_1, u_0), \\
&\vdots \\
&\dot{x}_{n-2} = x_{n-1} u_0 + \phi_{n-2}^d(t, x_0, x_1, u_0), \\
&\dot{x}_{n-1} = u + \phi_{n-1}^d(t, x_0, x_1, u_0), \\
&y = \begin{pmatrix} x_0 \\ x_1 \end{pmatrix},
\end{aligned}
\]

(1)

where \(x = (x_1, \ldots, x_{n-1}) \in \mathbb{R}^{n-1}\), the functions \(\phi_i^d\)'s denote the possible modeling error and neglected dynamics, and \(\phi_0(t, x_0)\) is a known smooth function.

The following assumption is usually used in output feedback design [17,26].

**Assumption 1.** For every \(1 \leq i \leq n - 1\), there are (known) smooth nonnegative functions \(\phi_i\) such that

\[|\phi_i^d(t, x_0, x_1, u_0)| \leq |x_i| \phi_i(t, x_1, u_0)\]

for all \((t, x_0, x_1, u_0) \in \mathbb{R}_+ \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}\).

First of all, we introduce a notion of exponential stability, which is usually called \(\mathcal{K}\)-exponential stability in literature. It should be noted that the function \(\gamma(\cdot)\) is of class \(\mathcal{K}\).

**Definition 1.** Consider a nonlinear system \(\Sigma: \dot{x} = f(t, x)\) with \(x \in \mathbb{R}^n\). Let \(\gamma: \mathbb{R}^+ \to \mathbb{R}^+\) be of class \(\mathcal{K}\) which means \(\gamma\) is continuous, monotonically increasing and \(\gamma(0) = 0\). The system is said to be **globally \(\mathcal{K}\)-exponentially stable (GES)** if there exist a strictly positive constant \(\lambda\) and a function \(\gamma\) of class \(\mathcal{K}\) such that \(\forall x(0) \in \mathbb{R}^n, \forall t \geq 0\)

\[|x(t)| \leq \gamma(|x(0)|) e^{-\lambda t}.\]

(2)

For a subset \(A \subseteq \mathbb{R}^n\), if \(\forall x(0) \in A\), there are a strictly positive constant \(\lambda\) and \(T(x(0)) > 0\) and a function \(\gamma': \mathbb{R}^+ \to \mathbb{R}^+\) such that \(\forall t \geq T, |x(t)| \leq \gamma'(|x(0)|) e^{-\lambda t}\), then the system \(\Sigma\) is said to be **\(\mathcal{K}\)-exponentially regulated with respect to \(A\)**.

**Remark 1.** \(\mathcal{K}\)-exponential stability is different from the **uniform global asymptotical stability (UGAS)**. If there is a \(\mathcal{K} \mathcal{L}\) function \(\beta(\cdot, \cdot)\) such that \(x(t) \leq \beta(\|x(0)\|, t)\), then the
system \(\sum\) is said to be UGAS. From [27, Proposition 7] there exist \(\mathcal{K}_\infty\) functions \(\theta_1, \theta_2\) so that \(\beta(s, t) \leq \theta_1(\theta_2(s) e^{-t}), \ s > 0 \quad t > 0.\)

In this paper, we are interested in finding a dynamic output feedback

\[
\begin{aligned}
\dot{\eta} &= \Xi(\eta, y), \\
u_0 &= \mu_0(\eta, y), \\
u &= \mu(\eta, y),
\end{aligned}
\]

such that the closed-loop systems consisting of Eqs. (1) and (3) is \(\mathcal{K}\)-exponentially stable in the sense of Definition 1.

In order to apply backstepping technique we introduce the following input-state scaling discontinuous transformation defined by [18,19]

\[
\zeta_i = \frac{\xi_i}{\nu_0^m-(i+1)}, \quad 1 \leq i \leq n - 1. \tag{4}
\]

Under the new \(\zeta\)-coordinates, the \(x\)-subsystem is transformed into

\[
\begin{aligned}
\dot{\zeta}_1 &= \zeta_2 - (n - 2)\zeta_1 \frac{\dot{u}_0}{u_0^m} + \phi_1^d(t, x_0, x_1, u_0), \\
\dot{\zeta}_2 &= \zeta_3 - (n - 3)\zeta_2 \frac{\dot{u}_0}{u_0^m} + \phi_2^d(t, x_0, x_1, u_0), \\
&\vdots \\
\dot{\zeta}_{n-2} &= \zeta_{n-1} - \zeta_{n-2} \frac{\dot{u}_0}{u_0^m} + \phi_{n-2}^d(t, x_0, x_1, u_0), \\
\dot{\zeta}_{n-1} &= \dot{u}_0 + \phi_{n-1}^d(t, x_0, x_1, u_0).
\end{aligned}
\tag{5}
\]

It should be noted that the measurement of state \(\zeta_1\) can be obtained if the to-be-designed control \(u_0\) is only dependent on output \(y\).

If \(u_0(t) \neq 0\) for every \(t \geq 0\), the discontinuous state transformation (4) is applicable. Then the system (5) has the following form:

\[
\begin{aligned}
\dot{\zeta} &= \left( A - \frac{\dot{u}_0}{u_0^m} L \right) \zeta + b u + \Psi^d(t, x_0, x_1, u_0), \tag{6}
\end{aligned}
\]

where

\[
A = \begin{pmatrix}
0_{(n-2)\times 1} & I_{(n-2)\times (n-2)} \\
0 & 0_{1\times (n-2)}
\end{pmatrix}, \quad b = \begin{pmatrix} 0_{(n-2)\times 1} \\
1 \end{pmatrix}, \quad L = diag((n-2) \cdots 1 \ 0)
\]

and

\[
\begin{aligned}
\Psi^d(t, x_0, x_1, u_0) := &\begin{pmatrix}
\phi_1^d(t, x_0, x_1, u_0) \\
\vdots \\
\phi_{n-2}^d(t, x_0, x_1, u_0) \\
\phi_{n-1}^d(t, x_0, x_1, u_0)
\end{pmatrix}^T
\end{aligned}
\]

From Assumption 1 it is easy to obtain the following lemmas.
Lemma 1. For each $1 \leq i \leq n - 1$, there exists a smooth nonnegative functions $\Psi_i$ such that
\[ |\Psi_i(t, x_0, x_1, u_0)| \leq |\xi_i| |\Psi_i(t, x_0, \xi_1, u_0)|. \]

Proof. In view of Eq. (4) and Assumption 1, we have
\[ |\Psi_i(t, x_0, x_1, u_0)| \leq \frac{|x_1|}{|u_0|^{n-(i+1)}} \phi_i(t, y, u_0) \]
\[ = \frac{|x_1|}{|u_0|^{n-(i+1)}} \phi_i(t, x_0, x_1, u_0) \]
\[ = |\xi_i| |u_0|^{-(i-1)} \phi_i(t, x_0, x_1, u_0) \]
\[ \leq |\xi_i| ((u_0)^{2(i-1)} + 1) \phi_i(t, x_0, (u_0)^{n-2} \xi_1, u_0). \]

Therefore, the proof of Lemma 1 is completed. □

Denote $C = (1 \ 0_{1 \times (n-2)})$ and then $Y = C \xi$ is a measurable variable. It is easily verified that $(A, b)$ is controllable and $(C, A)$ observable.

Lemma 2. For any continuous function $x_0(t)$ there exist two strictly positive real numbers $p_{\min}$ and $p_{\max}$ such that the unique solution $P(t)$ of the following matrix differential equation:
\[
\begin{cases}
\dot{P} = P(A - x_0(t)L)^T + (A - x_0(t)L)P - PC^T CP + I, \\
P(0) = P_0 > 0,
\end{cases}
\]
satisfies
\[ p_{\min}I \leq P(t) \leq p_{\max}I, \quad t \geq 0. \]

Proof. Since
\[ A = \begin{pmatrix} 0_{(n-2) \times 1} & I_{(n-2) \times (n-2)} \\ 0_{1 \times (n-2)} & 0_{1 \times (n-2)} \end{pmatrix}, \quad C = (1 \ 0_{1 \times (n-2)}), \quad L = diag((n-2) \ldots 1 0) \]
it is directly verified that for $y = Cx$ along $\dot{x} = (A - x_0(t)L)x$ we have
\[ y^{(i-1)}(t) = [* \ldots * 1 0 \ldots 0]x \]
\[ i = 1, \ldots, n. \]

Then $(C, A - x_0(t)L)$ is observable. From duality of controllability and observability and [28,29] the proof is completed. □

Then the following full-order observer can be designed:
\[
\begin{cases}
\dot{\hat{\xi}} = \left( A - \frac{\hat{u}_0}{u_0}L \right) \hat{\xi} + bu + PC^T (Y - C \hat{\xi}), \\
\dot{P} = P \left( A - \frac{\hat{u}_0}{u_0}L \right)^T + \left( A - \frac{\hat{u}_0}{u_0}L \right) P - PC^T CP + I, \\
P(0) = P_0 > 0.
\end{cases}
\]  

(7)

Remark 2. It is noted that the observer gain $P$ is determined by a filter, which is time-varying and dependent on the nonlinearity of $x_0$-subsystem. The observer is reminiscent of high-gain observer, for example, see the more recent paper [30].
3. Dynamic output feedback

In this section we focus on dynamic output feedback design for system (1). In order to apply the input-state scaling discontinuous transformation (4) \( u_0(t) \) should not be equal to 0. The inherently triangular structure of system (5) suggests that we should design the control inputs \( u_0 \) and \( u \) in two separate stages.

3.1. General case

It is noted that there exists a smooth nonnegative function \( \phi_0(t, x_0) \) such that

\[
|\phi_0(t, x_0)| \leq \omega_0(t, x_0),
\]

for example, \( \omega_0(t, x_0) = 1 + \phi_0^2(t, x_0) \). Then for systems (1) we have

**Lemma 3.** The \( x_0 \)-subsystem of the uncertain system (1) can be globally \( \mathcal{X} \)-exponentially regulated at the origin by the following switching control scheme:

\[
u_0(t) = \begin{cases} 
-(\lambda_0 + \omega_0)x_0, & \lambda_0 > 0 \quad \text{if} \quad x_0(0) \neq 0, \\
\beta - x_0\omega_0 & \text{if} \quad t < t_s \\
-(\lambda_0 + \omega_0)x_0 & \text{if} \quad t \geq t_s, \quad \text{if} \quad x_0(0) = 0,
\end{cases}
\]

where \( t_s(T) = \min\{\delta, 1/2\Delta, T\} \) is a positive constant, \( \delta > 0, \varepsilon > 0, \beta > 0 \) and \( T > 0 \) are strictly positive constants, and \( \Delta = \max_{0 \leq s \leq T} \{\varepsilon + \omega_0(v, s)\} \). At the same time, the designed control \( u_0 \) is an almost continuous and differentiable function such that

1. for all \( t \geq 0, u_0(t) \neq 0, \)
2. for almost all \( t \geq 0, \)

\[
\left| \frac{du_0}{dt} \right| \leq \varphi_0(t, x_0)|u_0(t)|,
\]

where \( \varphi_0(t, x_0) \) is a known smooth nonnegative function.

**Proof.** The proof is divided into two cases.

*Case 1: \( x_0(0) \neq 0 \).* First, it can be easily seen that the \( x_0 \)-subsystem is exponentially stable since \( \dot{V}_0 \leq -2\lambda_0 V_0 \) where \( V_0 = \frac{1}{2} x_0^2 \).

Second, it follows from

\[
\dot{x}_0 = -(\lambda_0 + \omega_0 - \phi_0)x_0
\]

that

\[
x_0(t) = x_0(0) \exp\left( -\int_0^t (\lambda_0 + \omega_0(s, x_0(s)) - \phi_0(s, x_0(s))) \, ds \right),
\]

and thus \( x_0(t) \neq 0 \). Then \( u_0(t) \neq 0 \).

Third, we need to verify that there exists a smooth nonnegative function \( \varphi_0 \) such that

\[
\left| \frac{u_0}{u_0} \right| \leq \varphi_0.
\]
In fact, since $u_0 = -\lambda_0 x_0 - x_0 \omega_0$, then
\[
\dot{u}_0 = (\lambda_0 + \omega_0 - \phi_0) \left( \lambda_0 + \omega_0 + \frac{\partial \omega_0}{\partial x_0} x_0 \right) x_0 - \frac{\partial \omega_0}{\partial t} x_0.
\]
So
\[
\frac{\dot{u}_0}{u_0} = -\frac{(\lambda_0 + \omega_0 - \phi_0)(\lambda_0 + \omega_0 + ((\partial \omega_0/\partial x_0)x_0) - \partial \omega_0/\partial t)}{\lambda_0 + \omega_0},
\]
which is smooth, and
\[
\left| \frac{\dot{u}_0}{u_0} \right| \leq 1 + \phi_0^2(t,x_0) := \phi_0(t,x_0).
\]

Case 2: $x_0(0) = 0$. Firstly, when $t \leq t_s$, it is easy to see that $0 \leq x_0(t) \leq \beta t$. At the same time,
\[
\frac{dV_0}{dt} = 2x_0(\beta - (\omega_0 - \phi_0)x_0)
\]
\[
= 2\beta \sqrt{V_0} - 2(\omega_0 - \phi_0)V_0,
\]
where $V_0 = x_0^2$. Then using the variable coefficient method we have
\[
V_0(t) = \beta^2 \exp(-2\sigma(t)) \left( \int_0^t \exp(\sigma(s)) \, ds \right)^2
\]
\[
\geq \beta^2 \exp(-2\sigma(t))t^2,
\]
where $\sigma(t) = \int_0^t (\omega_0(s,x_0(s)) - \phi_0(s,x_0(s))) \, ds$. So $x_0(t) > 0$ for all $0 < t \leq t_s$.
Secondly, the following inequality is satisfied.
\[
u_0(t) \geq \frac{\beta}{2}, \quad t < t_s.
\]
It is easy to know that when $t < t_s$
\[
u_0(t) = \beta - \omega_0 x_0(t)
\]
\[
\geq \beta - \Delta \beta t
\]
\[
\geq \frac{\beta}{2}, \quad t < t_s.
\]
Thirdly, from above discussion we know that $x_0(t_s) \neq 0$. So we can switch from $u_0(t) = \beta - \omega_0 x_0$ when $t < t_s$ to $u_0(t) = -(\lambda_0 + \omega_0)x_0$ when $t \geq t_s$. It follows from the discussion of Case 1 that the $x_0$-subsystem is exponentially regulated.
Fourthly, it is easy to know that there exists smooth nonnegative function $\phi_0$ such that for almost $t \geq 0$,
\[
\left| \frac{\dot{u}_0}{u_0} \right| \leq \phi_0,
\]
and it is easy to see that $\dot{u}_0/u_0$ is smooth except at $t = t_s$.

Remark 3. Notice that $t_s(T) = \min\{\delta, 1/2\Delta, T\}$, where $\delta > 0$, $\varepsilon > 0$, $\beta > 0$ are arbitrarily chosen constants and $T > 0$. In particular, $\Delta = \max_{0 \leq s < T} \{e + \omega_0(v,s)\}$ is a continuous
function of $T$. Then it is easy to know that the switching time $t_s(T)$ is continuous with respect to $T$ and its computation is dependent on $T$ explicitly. If $T$ is given and known $t_s(T)$ can be calculated in advance.

From previous discussion the observer (7) can be designed. Then let

$$e = \dot{\bar{\xi}} - \bar{\xi} := (e_1, \ldots, e_{n-1}),$$

and $C_i$ ($i = 1, \ldots, n-1$) are $n-1$-dimensional row vectors with zero elements except the $i$th element being 1. So the overall system to be controlled can be expressed as

$$\dot{P} = P \left( A - \frac{\dot{u}_0}{u_0} L \right)^T + \left( A - \frac{\dot{u}_0}{u_0} L \right) P - P C^T C P + I,$$

$$\dot{e} = \left( A - P C^T C - \frac{\dot{u}_0}{u_0} L \right) e + \Psi^d(t, x_0, x_1, u_0),$$

$$\dot{\xi}_1 = \dot{\xi}_2 - (n-2)\frac{\dot{u}_0}{u_0} + \Psi^d_1(t, x_0, x_1, u_0) + e_2,$$

$$\dot{\xi}_2 = \dot{\xi}_3 - (n-3)\frac{\dot{u}_0}{u_0} + C_2 P C^T Ce,$$

$$\vdots$$

$$\dot{\xi}_{n-2} = \dot{\xi}_{n-1} - \frac{\dot{u}_0}{u_0} + C_{n-2} P C^T Ce,$$

$$\dot{\xi}_{n-1} = u + C_{n-1} P C^T Ce.$$ (9)

Then the design of the control input $u$ will be obtained using the standard backstepping method shown in [17,18,23,26] to the transformed system (9), i.e.,

### 3.1.1. Design procedure

**Step 1:** Let us begin with the $(P, e, \dot{\bar{\xi}}_1)$-subsystem of Eq. (9),

$$\dot{P} = P \left( A - \frac{\dot{u}_0}{u_0} L \right)^T + \left( A - \frac{\dot{u}_0}{u_0} L \right) P - P C^T C P + I,$$

$$\dot{e} = \left( A - P C^T C - \frac{\dot{u}_0}{u_0} L \right) e + \Psi^d(t, x_0, x_1, u_0),$$

$$\dot{\xi}_1 = \dot{\xi}_2 - (n-2)\frac{\dot{u}_0}{u_0} + \Psi^d_1(t, x_0, x_1, u_0) + e_2,$$

where $\dot{\xi}_2$ is regarded as the virtual control input. Denote $z_1 = \dot{\xi}_1$. From Lemma 2, $P(t)$ is bounded. Then the positive definite function $V_1 = e^T P^{-1} e + \frac{1}{2} z_1^2$ of $(e, z_1)$ can be chosen as Lyapunov function for $(e, z_1)$-subsystem. Using Lemma 1, the time derivative of $V_1$ along the solutions of Eq. (9) satisfies

$$\dot{V}_1 = -e^T P^{-2} e - e^T C^T Ce + z_1 \dot{\xi}_2 - (n-2)z_1^2 \frac{\dot{u}_0}{u_0} + 2e^T P^{-1} \Psi^d + z_1 \Psi^d_1 + z_1 e_2$$

$$\leq -\frac{1}{2} e^T P^{-2} e - e_1^2 + z_1 \dot{\xi}_2 + (n-2)z_1^2 \phi_0 + 4z_1^2 \Psi^T \Psi + z_1^2 \Psi^d_1 + z_1^2 C_2 P C^T_2.$$ (10)
since \( z_1 e_2 \leq z_2^2 C_2 PPC_{C_2}^T + \frac{1}{4} e^T P^{-2} e \). Then we are led to introduce a virtual control function \( \phi \) and a new variable \( z_2 \) as

\[
\phi(t, P, x_0, z_1, u_0) = \hat{\lambda}_1 z_1 - \varphi_1(t, P, x_0, z_1, u_0) z_1,
\]

\[
z_2 = \hat{\xi}_2 - \phi(t, P, x_0, z_1, u_0),
\]

where \( \hat{\lambda}_1 \) is a positive design parameter and \( \varphi_1(t, P, x_0, z_1, u_0) = [(n - 2)\varphi_0 + 4 \Psi^T \Psi + \Psi_1 + C_2 PPC_{C_2}^2] z_1 \). Consequently, Eq. (10) implies

\[
\dot{V}_1 \leq -\frac{1}{2} e^T P^{-2} e - e_1^2 - \hat{\lambda}_1 z_1^2 + z_1 z_2.
\]

Note that \( \lambda_2 \) is a smooth function satisfying

\[
\lambda_2(t, P, x_0, 0, u_0) = 0.
\]

**Step i** \((2 \leq i \leq n - 2)\): As in [17,23,26], consider the Lyapunov function candidate

\[
\dot{V}_i = V_{i-1}(t, P, e, z_1, \ldots, z_{i-1}) + \frac{1}{2} z_i^2.
\]

Therefore, we can choose a virtual control function \( \phi \) and a new variable \( z_{i+1} \) as follows:

\[
\phi(t, P, x_0, z_1, \ldots, z_i, u_0) = \hat{\lambda}_i z_i - \sum_{j=1}^i \varphi_i(t, P, x_0, z_1, \ldots, z_i, u_0) z_j,
\]

\[
z_{i+1} = \hat{\xi}_{i+1} - \phi_i,
\]

where \( \varphi_i(t, P, x_0, z_1, \ldots, z_i, u_0) \) \((j = 1, \ldots, n - 1)\) are some suitable smooth functions, such that

\[
\dot{V}_i \leq -\frac{1}{2} e^T P^{-2} e - e_1^2 - \sum_{j=1}^i \left( \hat{\lambda}_j - i + j \right) z_j^2 + z_i z_{i+1}.
\]

**Step n − 1:** At this last step, consider the whole \((P, e, \hat{\xi})\)-system (9) where the true input \( u \) is to be designed on the basis of the virtual control functions \( z_{n-1} \)'s. To this end, consider a positive definite and radially unbounded Lyapunov function

\[
V_{n-1} = V_{n-2}(t, P, e, z_1, \ldots, z_{n-2}) + \frac{1}{2} z_{n-1}^2.
\]

As in [26,17,18,23], it is easy to know that some suitable smooth functions \( \psi_{(n-1)}(t, P, x_0, z_1, \ldots, z_{n-1}, u_0) \) \((j = 1, \ldots, n - 1)\) can be found such that along the solutions of Eq. (9)

\[
\dot{V}_{n-1} \leq -\frac{1}{2^{n-1}} e^T P^{-2} e - e_1^2 - \sum_{j=1}^{n-1} \left( \hat{\lambda}_j - n + 1 + j \right) z_j^2
\]

when choosing control law \( u \) as

\[
u = -\hat{\lambda}_{n-1} z_{n-1} - \sum_{j=1}^{n-1} \psi_{(n-1)}(t, P, x_0, z_1, \ldots, z_{n-1}, u_0) z_j.
\]

So the following theorem can be obtained.

**Theorem 4 (Main theorem).** Let

\( \beta, \delta, \varepsilon, \lambda_0 \) and \( \hat{\lambda}_i \) \((1 \leq i \leq n - 1)\) be strictly positive real constants such that

\[
\hat{\lambda}^* = \min \{ \hat{\lambda}_j - n + 1 + j \mid j = 1, \ldots, n - 1 \} > 0,
\]
\(\Gamma = \{(0,x): |x| \neq 0\}\).

Then, the following dynamic discontinuous output feedback law globally \(\mathcal{X}\)-exponentially stabilizes uncertain chained system (1). Moreover, the feedback law is bounded.

(i) \((x_{0}(0), x(0)) = (0, x(0)) \in \Gamma\)

\[
u_{0}(t) = \begin{cases} 
\beta - x_{0}\omega_{0} & \text{if } t < t_{s}(|x(0)|), \\
-(\lambda_{0} + \omega_{0})x_{0} & \text{if } t \geq t_{s}(|x(0)|),
\end{cases}
\]

\[
\begin{align*}
\dot{\xi} &= \left( A - \frac{\dot{u}_{0}}{u_{0}} L \right) \xi + bu + PC^{T}(Y - C\dot{\xi}), \\
\dot{P} &= P\left( A - \frac{\dot{u}_{0}}{u_{0}} L \right)^{T} + \left( A - \frac{\dot{u}_{0}}{u_{0}} L \right) P - PC^{T}CP + I,
\end{align*}
\]

\[
P(0) = P_{0} > 0,
\]

\[
u(t) = x_{n-1}(t, P, x_{0}, \xi_{1}, \xi_{2}, \ldots, \xi_{n-1}, u_{0}),
\]

where \(\Delta = \max_{0 \leq s \leq |x(0)|} \{\varepsilon + \omega_{0}(v, s)\}\) and \(t_{s}(|x(0)|) = \min\{\delta, 1/2\Delta, |x(0)|\}\).

(ii) \((x_{0}(0), x(0)) = (0, 0)\),

\[
u_{0} = 0,
\]

\[
u = 0,
\]

(iii) \((x_{0}(0), x(0)) \notin \Gamma \cup \{(0, 0)\},

\[
u_{0} = -(\lambda_{0} + \omega_{0})x_{0},
\]

\[
\begin{align*}
\dot{\xi} &= \left( A - \frac{\dot{u}_{0}}{u_{0}} L \right) \xi + bu + PC^{T}(Y - C\dot{\xi}), \\
\dot{P} &= P\left( A - \frac{\dot{u}_{0}}{u_{0}} L \right)^{T} + \left( A - \frac{\dot{u}_{0}}{u_{0}} L \right) P - PC^{T}CP + I,
\end{align*}
\]

\[
P(0) = P_{0} > 0,
\]

\[
u(t) = x_{n-1}(t, P, x_{0}, \xi_{1}, \xi_{2}, \ldots, \xi_{n-1}, u_{0}).
\]

**Proof.** Choose \(T = |x(0)|\). Hence it follows from Lemma 3 that the \(x_{0}\)-subsystem can be globally \(\mathcal{X}\)-exponentially regulated at the origin. Moreover, at the same time from the proof of Lemma 3 we have

\[
\begin{cases} 
|x_{0}(t)| \leq \beta t, & 0 \leq t \leq t_{s}(|x(0)|), \\
|x_{0}(t)| \leq \beta |x(0)|e^{-\lambda_{0}(t-t_{s})}, & t > t_{s}(|x(0)|).
\end{cases}
\]

It is easy to see that the \(x_{0}\)-subsystem is globally \(\mathcal{X}\)-exponentially stable at the origin from the definition of \(t_{s}\).

If parameters \(\dot{\lambda}_{j}\) satisfy

\[
\dot{\lambda}^{*} = \min\{|\dot{\lambda}_{j} - n + j| j = 1, \ldots, n - 1\} > 0,
\]
and \( \lambda = \min \{ \lambda, 1/2^{n-1} \nu_{\text{max}} \} > 0 \), then the above backstepping control strategy (7)–(12) yields that the \( x \)-subsystem of uncertain system (1) with the observer \( \hat{z} \) is well defined and globally stabilized at the origin from backstepping design.

Let \( z = (z_1, \ldots, z_{n-1}) \). According to Eq. (11), we have

\[
V_{n-1} \leq -\lambda V_{n-1},
\]

which implies

\[
V_{n-1}(t) \leq V_{n-1}(0)e^{-\lambda t}, \quad t \geq 0.
\]

Then it follows from [17] that

\[
|e(t), \hat{z}(t)| \leq \gamma((e(0), x_0(0), \hat{z}(0), u_0(0), P_0)) e^{-\varepsilon t}, \quad t \geq 0,
\]

where \( \varepsilon > 0 \), \( \hat{z} = (\hat{z}_1, \ldots, \hat{z}_{n-1}) \) and \( \gamma \) is a class-\( \mathcal{K} \) function.

In the following we are to prove that \( x \) is \( \mathcal{K} \)-exponentially stable if \( \hat{z} \) is \( \mathcal{K} \)-exponentially stable. From Eqs. (4), (19) and (20) it is easy to know that

(a) \( (x_0(0), x(0)) = (0, x(0)) \in \Gamma \),

\[
|x_i(t)| \leq |u_0(t)|^{n-(i+1)} |\xi_i(t)|
\]

\[
\leq \left\{ \begin{array}{ll}
(\beta + \beta |x(0)| \Delta)^{n-(i+1)} \gamma e^{-\varepsilon t}, & 0 \leq t \leq t_s(\|x(0)\|),

((\lambda_0 + \Delta \beta |x(0)|)^{n-(i+1)} \gamma e^{-[\lambda_0(n-(i+1))+\varepsilon t-s]}(t-t_s), & t > t_s(\|x(0)\|).
\end{array} \right.
\]

(b) \( (x_0(0), x(0)) = (0, 0) \), \( |x_i(t)| = 0 \).

(c) \( (x_0(0), x(0)) \notin \Gamma \cup \{(0, 0)\} \),

\[
|x_i(t)| \leq |u_0(t)|^{n-(i+1)} |\xi_i(t)|
\]

\[
\leq ((\lambda_0 + \Delta \beta |x(0)|)^{n-(i+1)} \gamma ((e(0), x_0(0), \hat{z}(0), u_0(0), P_0)) e^{-[\lambda_0(n-(i+1))+\varepsilon t]}.
\]

Hence, the claim of Theorem 4 is true. \( \square \)

Remark 4. It is known from the proof of Theorem 4 that the switching time relies on the knowledge of the initial state of the system, which is the penalty in order to obtain the Lyapunov stability. It is this dependence on the initial state that makes the closed-loop system Lyapunov stable. If the initial state is unknown the switching time \( t_s(T) \) could be set to be dependent on any known positive constant \( T \) and independent on the initial state of the system. From the design procedure it is easy to see that \( x(t) \to 0 \) as \( t \to \infty \). However, the closed-loop system cannot be made Lyapunov stable in this case.

Remark 5. From the previous discussion, it is known that under Assumption 1, there is a smooth row vector \( \chi(t, P, x_0, z, u_0) \) such that \( u = \chi z \). Thus, it follows that the boundedness of \( x_0(t) \) and \( z(t) \) would imply the boundedness of \( u_0(t) \) and \( u(t) \). It is easily seen that the boundedness of \( x_0(t) \) and \( z(t) \) can be deduced from the backstepping procedure, and thus the boundedness of \( u_0(t) \) and \( u(t) \) can be concluded.
Remark 6. From Lemma 2, Theorem 4 and Remark 5, the signals of closed-loop are bounded in interval of existence of solution. Then the interval of existence of solution is $[0, \infty)$.

3.2. Two special cases

3.2.1. Case one

In this case in addition to Assumption 1 we further assume that $\phi_0(t, x_0)$ is a known constant, i.e.,

$$\phi_0(t, x_0) = c_0.$$  

Then it is easily seen from the proof of Lemma 3 that there is a constant $c_1$ such that $\phi_0(t, x_0) = c_1$. Similar to the last subsection, the following full-order observer can be designed.

$$\dot{\hat{\xi}} = \left(A - \frac{\hat{u}_0}{u_0}L\right)\hat{\xi} + bu + K(Y - C\hat{\xi}),$$  

where $K = (k_1, \ldots, k_{n-1})$ is chosen such that $A - KC$ is Hurwitz. So there is a symmetric positive definite matrix $P$ satisfying

$$P(A - KC) + (A - KC)^TP + (c_1 + 2)P + c_1LPL \leq 0.$$  

Remark 7. It is noted that the observer gain $K$ is static which can be determined in advance such that $A - KC$ is Hurwitz. This is different from the last subsection since the $x_0$-dynamics is linear in this case.

Let

$$e = \xi - \hat{\xi} = (e_1, \ldots, e_{n-1}).$$  

So the overall system to be controlled can be expressed as

$$\begin{cases}
\dot{\hat{\xi}} = \left(A - KC - \frac{\hat{u}_0}{u_0}L\right)\hat{\xi} + \Psi(t, x_0, x_1, u_0), \\
\dot{\xi}_1 = \hat{\xi}_2 - (n - 2)\hat{\xi}_1 \frac{\hat{u}_0}{u_0} + \Psi(t, x_0, x_1, u_0) + e_2, \\
\dot{\xi}_2 = \hat{\xi}_3 - (n - 3)\hat{\xi}_2 \frac{\hat{u}_0}{u_0} + k_2e_1, \\
\vdots \\
\dot{\xi}_{n-2} = \hat{\xi}_{n-1} - \hat{\xi}_{n-2} \frac{\hat{u}_0}{u_0} + k_{n-2}e_1, \\
\dot{\xi}_{n-1} = u + k_{n-1}e_1.
\end{cases}$$  

The design of the control input $u$ can be obtained by following the similar but simpler Design Procedure described in the last subsection to the transformed system (22). The major difference lies in Step 1. In this case we should choose the candidate Lyapunov
function $V_1 = e^T Pe + \frac{1}{2} \xi_1^2$ for the $(e, \xi_1)$-subsystem of Eq. (22), i.e.,
\[
\begin{align*}
\dot{e} &= \left( A - KC - \frac{\dot{u}_0}{u_0} L \right) e + \Psi^d(t, x_0, x_1, u_0), \\
\dot{\xi}_1 &= \dot{\xi}_2 - (n - 2) \xi_1 \frac{\dot{u}_0}{u_0} + \Psi^d_1(t, x_0, x_1, u_0) + e_2.
\end{align*}
\]

Then the following theorem is in order.

**Theorem 5.** Under Assumption 1 and $\phi_0(t, x_0) = c_0$, the uncertain system (1) can be globally $\mathcal{H}$-exponentially stabilized at the origin by
\[
u_0(t) =\begin{cases}
-\lambda_0 x_0 - x_0 c_0 & \text{if } x_0(0) \neq 0, \\
\beta - x_0 c_0 & \text{if } t < t_s(|x(0)|), \\
-(\lambda_0 + c_0)x_0 & \text{if } t \geq t_s(|x(0)|),
\end{cases}
\]
and the corresponding output feedback control strategy $u(y, \dot{z}, \nu_0)$ with the observer (21), which is designed based on the similar but simpler Design Procedure described in the last subsection, where $\beta$, $\delta$, $\varepsilon$ and $\lambda_0$ ($\lambda_0 + c_0 \neq 0$) be strictly positive real constants, and $t_s(|x(0)|) = \min\{\delta, 1/2(|c_0| + \varepsilon), |x(0)|\}$.

In the discussion up to here, the $x_0$-dynamics, whether or not it is linear, must be completely known because of the observer dynamics (7) or (21). In the next subsection the case of $x_0$-dynamics with uncertainties will be considered.

### 3.2.2. Case two

If only variables $x_0$ and $x_1$ are measurable it is known from the previous discussion that the dynamics of $x_0$ should be completely known in general. If there are some uncertainties in the $x_0$-dynamics the output feedback control design discussed in the previous subsections cannot be used directly. In this subsection we will show that the following system with unknown $x_0$-dynamics
\[
\begin{align*}
\dot{x}_0 &= d_0(t) u_0 + x_0 \phi_{0}^d(t, x_0), \\
\dot{x}_1 &= x_2 u_0 + \phi_{1}^d(t, x_0, x_1, u_0), \\
\dot{x}_2 &= u + \phi_{2}^d(t, x_0, x_1, u_0),
\end{align*}
\]
which can be transformed into
\[
\begin{align*}
\dot{x}_0 &= d_0(t) u_0 + x_0 \phi_{0}^d(t, x_0), \\
\dot{\xi}_1 &= \dot{\xi}_2 - \frac{\dot{u}_0}{u_0} + \frac{\phi_{1}^d(t, x_0, x_1, u_0)}{u_0}, \\
\dot{\xi}_2 &= u + \phi_{2}^d(t, x_0, x_1, u_0)
\end{align*}
\]
by input-state scaling $\dot{\xi}_1 = x_1/u_0$, $\dot{\xi}_2 = x_2$, can be globally $\mathcal{H}$-exponentially stabilized based on the backstepping technique and switching scheme. The following assumptions are supposed to be satisfied.

**Assumption 2.** $0 < c_{01} \leq d_0(t) \leq c_{02}$. 
Assumption 3. For every $0 \leq i \leq 2$, there are smooth nonnegative functions $\phi_i$ such that

\[
|\phi_i^d(t, x_0)| \leq \phi_0(x_0),
\]

\[
|\phi_i^d(t, x_0, x_1, u_0)| \leq |x_1| \phi_i(y, u_0), \quad i = 1, 2
\]

for all $(t, x_0, x, u_0) \in R_+ \times R \times \mathbb{R}^2 \times R$.

Similar to the previous subsections, the following reduced-order observer can be constructed

\[
\begin{aligned}
\dot{x} &= -l\dot{x} - l^2 \dot{\xi}_1 + u, \\
\dot{\xi}_2 &= x + l \dot{\xi}_1.
\end{aligned}
\]  

(26)

Then we have the following dynamics

\[
\begin{aligned}
\dot{e} &= -le + l\dot{\xi}_1 \frac{u_0}{u_0} - l\frac{\phi_1^d(t, x_0, x_1, u_0)}{u_0} + \phi_2^d(t, x_0, x_1, u_0), \\
\dot{\xi}_1 &= x + l \dot{\xi}_1 - \dot{\xi}_1 \frac{u_0}{u_0} + \frac{\phi_1^d(t, x_0, x_1, u_0)}{u_0} + e, \\
\dot{x} &= -l\dot{x} - l^2 \dot{\xi}_1 + u,
\end{aligned}
\]

(27)

where $l$ is a positive design parameter and $e = \xi_2 - \hat{\xi}_2$.

Similar to the previous subsections, based on Lemma 3, the control $u$ can be designed using the backstepping technique to system (27). Let

\[
\chi = z - x_1 \xi_1,
\]

and choose the candidate Lyapunov function $V_1 = \frac{1}{2}e^2 + \frac{1}{2} \xi_1^2$ for the $(e, \xi_1)$-subsystem of Eq. (27). Then

\[
\dot{V}_1 \leq - \frac{l}{4} e^2 - \lambda_1 \xi_1^2 + \xi_1 z.
\]

Thus, letting

\[
\begin{aligned}
\lambda_2 &= \lambda_2 z + \xi_1 + \left(\frac{\partial \chi}{\partial \xi_1} \xi_1 + \alpha_1 - l\right) (\chi + l \dot{\xi}_1) + \left(\frac{2}{7} + \frac{5}{2\lambda_1} \phi_1^2 + \frac{5}{2\lambda_1} \phi_0^2\right) \left(\frac{\partial \chi}{\partial \xi_1} \dot{z}_1 + \chi_1\right) z \\
&\quad + \frac{5}{2\lambda_1} \left[ \left(\frac{\partial \alpha_1}{\partial x_0} \phi_0\right)^2 + \left(\frac{\partial \alpha_1}{\partial x_0} \phi_0\right)^2 \right] z,
\end{aligned}
\]

(28)

\[
u = -\alpha_2,
\]

and choosing the candidate Lyapunov function $V = V_1 + \frac{1}{2} z^2$ for the whole system (27) we have

\[
\dot{V} \leq - \frac{l}{8} e^2 - \frac{\lambda_1}{2} \xi_1^2 - \lambda_2 z^2.
\]

Hence the following result is obtained.
Theorem 6. Under Assumptions 2 and 3, the uncertain system (24) can be globally $\mathcal{K}$-exponentially stabilized at the origin by

$$
\begin{cases}
-\lambda_0 x_0 - \frac{\phi_0(x_0)}{c_{01}} x_0 & \text{if } x_0(0) \neq 0, \\
\beta - \frac{\phi_0(x_0)}{c_{01}} x_0 & \text{if } t < t_s(|x(0)|), \\
-\left(\lambda_0 + \frac{\phi_0(x_0)}{c_{01}}\right) x_0 & \text{if } t \geq t_s(|x(0)|),
\end{cases}
$$

(29)

and (28) with the observer (26), where $\beta$, $\delta$, $\varepsilon$ and $\lambda_0$ be strictly positive real constants, and $T_0(s) = \max_{r \in [-s,s]} \{\delta + \phi_0(\tau)\}$ and

$$
t_s(|x(0)|) = \min\left\{\delta, \frac{1}{2c_{02}T_0(c_{02}\beta|x(0)|)}, |x(0)|\right\}.
$$

Remark 8. In fact, if $(x_0, x_1, \ldots, x_{n-2})$ is measurable then a dynamic output feedback can also be designed by the input-state scaling, backstepping technique and reduced-order observer for the chained system (1).

4. Example

Consider the following bilinear model, which is an approximation of a mobile robot with small angle measurement error [17,31],

$$
\begin{cases}
\dot{x}_l = \left(1 - \frac{\varepsilon^2}{2}\right) v, \\
\dot{y}_l = \theta_l v + \varepsilon v, \\
\dot{\theta}_l = \omega,
\end{cases}
$$

(30)

where $x_l$ and $y_l$ can be measured. As indicated in [17] system (30) can be transformed into

$$
\begin{cases}
\dot{x}_0 = \left(1 - \frac{\varepsilon^2}{2}\right) u_0, \\
\dot{x}_1 = x_2 u_0, \\
\dot{x}_2 = u
\end{cases}
$$

by the following transformation:

$$
x_0 = x_l, \quad x_1 = y_l, \quad x_2 = \theta_l + \varepsilon, \quad u_0 = v, \quad u = \omega.
$$

Introducing

$$
\begin{align*}
\xi_1 &= \frac{x_1}{u_0}, \\
\xi_2 &= x_2,
\end{align*}
$$
then

\[
\begin{align*}
\dot{x}_0 &= \left(1 - \frac{\xi^2}{2}\right)u_0, \\
\dot{\xi}_1 &= \dot{\xi}_2 - \frac{\dot{u}_0}{u_0}, \\
\dot{\xi}_2 &= u.
\end{align*}
\]

At first assume that the designed control \( u_0 \) satisfies \(|\dot{u}_0/u_0|\leq \alpha \) where \( \alpha \) is a positive constant. So the following controller can be designed.

**Step 0:** Recall that \( \xi_1 \) is measured and but not \( \xi_2 \). The following reduced-order observer is built up to reconstruct \( \xi_2 \) and thus \( x_2 \):

\[
\dot{\xi} = u - l\xi - \dot{\xi}_1,
\]

where \( l > 0 \) is a design parameter. Define \( \hat{\xi}_2 = \chi + l\dot{\xi}_1 \) as an estimate of \( \xi_2 \) and \( e = \xi_2 - \hat{\xi}_2 \) as the estimation error. We have

\[
\dot{e} = -le + l\dot{\xi}_1 \frac{\dot{u}_0}{u_0}.
\]

![Fig. 1. The systems behaviour at initial condition \((x_l(0), y_l(0), \theta_l(0), \chi(0)) = (1, 1, 1, 3.5)\).](image-url)
Then, noticing that $x_2 = w + l x_1 + e$, the output feedback design of $u$ is based on the following controlled system:

\[
\begin{aligned}
\dot{e} &= -l e + l \xi_1 \frac{\hat{u}_0}{\hat{u}_0} \left(1 - \frac{e^2}{2}\right), \\
\dot{\xi}_1 &= \chi + l \xi_1 + e - \xi_1 \frac{\hat{u}_0}{u_0}, \\
\chi &= u - l \chi - l^2 \xi_1,
\end{aligned}
\]

Step 1: Consider the $(e, \xi_1)$-subsystem of Eq. (32). Differentiating the quadratic function $W_1 = \frac{1}{2} e^2 + \frac{1}{2} \xi_1^2$ yields

\[
\begin{aligned}
\dot{W}_1 &= -l e^2 + l \xi_1 \frac{\hat{u}_0}{u_0} + \xi_1 \left(\chi + l \xi_1 + e - \xi_1 \frac{\hat{u}_0}{u_0}\right) \\
&= -l e^2 - \lambda_1 \xi_1^2 + \xi_1 z_2,
\end{aligned}
\]

where

$\beta_1 = A \xi_1,$

$A = \lambda_1 + \alpha + l + \frac{l}{2} (l \alpha + 1)^2,$

$\chi = z_2 - \beta_1(\xi_1).$
Step 2: Consider the \((e, \xi_1, \chi)\)-system of Eq. (32). The time derivative of the Lyapunov function \(W_2 = W_1 + \frac{1}{2} z_2^2\) satisfies

\[
\dot{W}_2 \leq -\frac{l^2}{2} e^2 - \lambda_1 \xi_1^2 + \xi_1 z_2 + z_2 \left( u - l \chi - l^2 \xi_1 + A \left( \chi + l \xi_1 + e - \xi_1 \frac{\dot{u}_0}{u_0} \right) \right)
\leq -\frac{l^2}{2} e^2 - \lambda_1 \xi_1^2 + z_2 \left( u + \xi_1 - l \chi - l^2 \xi_1 + A \left( \chi + l \xi_1 + e - \xi_1 \frac{\dot{u}_0}{u_0} \right) \right)
\leq -\frac{l^2}{4} e^2 - (\lambda_1 - \frac{1}{2}) \xi_1^2 - \lambda_2 z_2^2,
\]

where

\[ u = -(A - l) \chi - (A l + 1 - l^2) \xi_1 - \lambda_2 z_2 - A^2 \left( \frac{x^2}{2} + \frac{1}{l} \right) z_2, \]

which is our controller expression of \(u\) in all cases.
In the following a controller of $u_0$ can be designed according to the initial condition $x(0)$. Assume that $e \in [-e_{\text{max}}, e_{\text{max}}]$ and $0 < e_{\text{max}} < \sqrt{2}$. Then $1 - \frac{e^2}{2} \leq (1 - \frac{e^2}{2}) \leq 1$.

- $x_0(0) = 0$, $x(0) \neq 0$,

$$ u_0(t) = \begin{cases} \beta & \text{if } t < t_s(|x(0)|), \\ -\lambda_0 x_0 & \text{if } t \geq t_s(|x(0)|), \end{cases} $$

where $t_s = \min\{\delta, |x(0)|\}$, $\delta > 0$, $\lambda_0 > 0$, $\beta > 0$. So

$$ \dot{u}_0(t) = \begin{cases} 0 & \text{if } t < t_s(|x(0)|), \\ -\lambda_0 \left(1 - \frac{e^2}{2}\right) u_0 & \text{if } t > t_s(|x(0)|), \end{cases} $$

i.e.,

$$ \frac{\dot{u}_0}{u_0} \leq \lambda_0 \triangleq \zeta. $$

- $(x_0(0), x(0)) = (0, 0)$,

$$ u_0 = 0, $$

$$ u = 0. $$

Fig. 4. The systems behaviour at initial condition $(x_l(0), y_l(0), \theta_l(0), z(0)) = (0, 0.1, 0.1, 0.5)$. 
Remark 9. It is noted that in [17] the controller was dependent on the value of $e_{\text{max}}$, but it is not the case in our design. Our simulations as shown in Figs. 1–6 are based on the following choice of design and system parameters [17]:

\[ \lambda_0 = l = 0.5, \quad \lambda_1 = 0.6, \quad \lambda_2 = 1, \quad \varepsilon = 0.1, \quad e_{\text{max}} = 0.5, \quad \beta = 1, \quad \delta = 0.2. \]

In particular, suppose that the initial state of the system is unknown. Then the switching time is chosen as $t_s(0.1)$. As seen from the simulations, exponential rates of convergence are obtained for all signals and the control inputs. Due to the discontinuous state transformation, the initial transient value of the control input is relatively large.

5. Conclusions

In this paper a class of nonholonomic uncertain systems has been considered. Using input-state scaling and backstepping technique an output feedback controller has been proposed. Using a switching scheme dependent on the initial condition of the system the closed-loop system can be $\mathcal{H}^\infty$-exponentially stabilized. The properties of the discontinuous
closed-loop system, in particular the existence of a unique solution, and the features of the control signals, in particular the boundedness, have been studied. The simulations results have demonstrated the effectiveness of the proposed control design tool.
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