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A Constructive Approach to Local Stabilization of
Nonlinear Systems by Dynamic Output Feedback

Pengnian Chen, Daizhan Cheng, and Zhong-Ping Jiang

Abstract—The note considers the problem of local stabilization of non-
linear systems by dynamic output feedback. A new concept, namely, local
uniform observability of feedback control law, is introduced. The main re-
sult is that if a nonlinear system is th-order approximately stabilizable
by a locally uniformly observable state feedback, then it is stabilizable by
dynamic output feedback. Based on the approximate stability, a construc-
tive method for designing dynamic compensators is presented. The design
of the dynamic compensators is beyond the separation principle and can
handle systems whose linearization might be uncontrollable and/or unob-
servable. An example of nonminimum phase nonlinear systems is presented
to illustrate the utility of the results.

Index Terms—Dynamic output feedback, local uniform observability,
nonlinear systems, nonminimum phase systems, stabilization.

I. INTRODUCTION

In this note, we study the problem of dynamic output feedback sta-
bilization of a nonlinear system of the form

_x = f(x) + g(x)u

y =h(x) (1)

where x 2 U � Rn, u; y 2 Rm; f 2 C1(U;Rn), f(0) = 0,
g 2 C1(U;Rn�m), h 2 C1(U;Rm), h(0) = 0, and U is a neigh-
borhood of x = 0.

Stabilization by dynamic output feedback is a fundamentally impor-
tant issue in the theory of nonlinear systems and has been extensively
studied in the past two decades. According to the region of attraction,
it can be classified into three categories: local, semi-global and global
stabilization problems. Indeed, the semi-global and global stabilization
can guarantee that closed loop systems have sufficiently large regions
of attraction and are of great interest (see, for instance, [7], [10], [11],
and [13]). However, the local stabilization of nonlinear systems is fun-
damental and important ( see, for instance, [1], [2], and [15] ). In this
note, we only consider the problem of local stabilization.

The nonlinear systems that have been dealt with so far in the study of
local dynamic output feedback stabilization are mainly of two classes:
One is completely uniformly observable systems (see, for instance, [7]
and [15]); the other is minimum phase nonlinear systems. that a non-
linear system observable, then it is stabilizable feedback stabilization
of uniformly observable. In [3], the authors applied the center manifold
theory to study the problem of dynamic output feedback stabilization.
In particular, [3] stabilization by using presents an example that is not
stabilizable by static output feedback, but is stabilizable by dynamic
output feedback. It is easy to see that the example in [3] is a minimum
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phase nonlinear system with relative degree one, whose zero dynamics
is fifth-order approximately stable (see, for instance, [5], [6], and [8].
Recent papers [4] and [5], motivated by the example, have proved that
a minimum phase nonlinear system is stabilizable by dynamic output
feedback if its zero dynamics is N th-order approximately stable for
some positive integer N . The nonlinear systems studied in this note
are more general than those in previous study, which may be of non-
minimum phase and may have unstabilizable and/or undetectable linear
approximations. References [16] and [12] have already considered non-
linear systems with unstabilizable and/or undetectable linear approxi-
mation, but those nonlinear systems have special forms.

Two key concepts used in this note are approximate stability and
local uniform observability of a state feedback law. The concept of the
approximate stability is well-known in the stability theory of differen-
tial equations (see, for instance, [8]), and, recently, has been applied
to stabilization of nonlinear systems (see, for instance, [4]–[6]). The
concept of local uniform observability of a feedback law (or a func-
tion) is introduced in this note, which is a local version of the concept
of uniform complete observability of a function introduced in [14]. In
this note, based on these two concepts, we present a constructive ap-
proach to local dynamic output feedback stabilization. The approach
can handle a wide class of nonlinear systems which can not be handled
by existing methods. Roughly speaking, the main result claims that
if there exists a state feedback law such that the closed-loop system
is N th-order approximately stable and the state feedback law is lo-
cally uniformly observable, then the system is stabilizable by dynamic
output feedback.

The note is organized as follows. Section II introduces the concepts
of the approximate stability and the local uniform observability. Sec-
tion III is the main result of this note. A constructive technique for de-
signing dynamic compensators is presented. In Section IV, an example
of nonminimum phase and not locally uniformly observable nonlinear
system is discussed. Section V contains some concluding remarks.

II. APPROXIMATE STABILITY AND LOCAL UNIFORM OBSERVABILITY

First we review the concept of approximate stability (see, for in-
stance, [5], [6], and [8]). Consider the differential equation

_x = F (x) F (0) = 0; x 2 U (2)

where U � Rn is an open neighborhood of x = 0, and
F 2 C1(U;Rn).

Throughout the note, stability of a system always refers to the sta-
bility of the zero solution of the system.

Definition 2.1: System (2) is said to be N th-order approximately
stable, if for any C1 function �(x) satisfying �(x) = O(kxkN+1),
the differential equation

_x = F (x) + �(x) (3)

is locally asymptotically stable.
For convenience, we introduce the following Malkin’s stability the-

orem without proof, whose proof can be found in [5] and [8]. Consider
the nonlinear system

_x =F (x; w)

_w =Aw +H(x;w) (4)

where x 2 Rn, w 2 Rm, and A 2 Rm�m; F (x; w) and H(x;w)
defined on a neighborhood of (x;w) = (0; 0), are C2 mappings with
F (0; 0) = 0 and H(0; 0) = 0.

0018-9286/$20.00 © 2006 IEEE
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Theorem 2.1: (Malkin’s stability theorem) System (4) is locally
asymptotically stable if the following conditions hold.

i) Re�(A) < 0.
ii) the zero solution of the differential equation

_x = F (x; 0) (5)

is N th-order approximately stable for some positive integer N .
iii) H(x; 0) = O(kxkN+1), and H(x;w) = O(k(x;w)k2).
We now introduce the concept of local uniform complete observ-

ability of a function, which is a local revision of the concept of uniform
complete observability introduced in [14]. For (1), we define

y0 h(x)

y1 = y1(x; u0)

@

@x
y0 (f(x) + g(x)u0)

yi+1 = yi+1(x; u0; u1; . . . ; ui)

@

@x
yi(x; u0; u1; . . . ; ui�1) (f(x) + g(x)u0)

+

i�1

j=0

@

@uj
yi(x; u0; u1; . . . ; ui�1) uj+1;

i = 1; 2; . . . (6)

where uj 2 Rm, j = 0; 1; . . ..
Definition 2.2: Let a function �(x) with �(0) = 0 be defined on

some neighborhood of x = 0. �(x) is said to be locally uniformly
observable with respect to (1) if there exist two non-negative integers
k1 and k2 and a C1 function �, vanishing at the origin, such that

�(x) = �(y0; y1; . . . ; yk ; u0; u1; . . . ; uk ) (7)

holds on a neighborhood of x = 0, u0 = 0, u1 = 0; . . . ; uk = 0.

III. DYNAMIC OUTPUT FEEDBACK STABILIZATION

In order to simplify notations and expressions in the sequel, we as-
sume m = 1 in (1) and system (1) has relative degree r at the origin.
Based on the theory of input–output linearization [9], (1) can be locally
transformed into

_z = f0(z; �) + g0(z; �)u

_� =A0� +B0(F0(z; �) +G(z; �)u)

y =C0� (8)

where

A0 =

0 1 0 � � � 0

� � �

0 0 0 � � � 1

0 0 0 � � � 0

2 R
r�r

B0 =

0

� � �

0

1

2 R
r�1

C0 = (1; 0; . . . ; 0) 2 R
1�r (9)

where z 2 Rn�r, � = (�1; �2; . . . ; �r)
T 2 Rr; f0, g0, F0 and G are

C1 functions defined on a neighborhood of z = 0 and � = 0, with f0
and F0 vanishing at z = 0, � = 0 and G(0; 0) 6= 0.

In this section, we assume without loss of generality that
x = (zT ; �T )T , f(x) = ((f0(z; �))

T ; (A0� + B0F0(z; �)
T )T ,

and g(x) = ((g0(z; �))
T ; (B0G(z; �))T )T .

Theorem 3.1: If there exists a C1 function �(x) with �(0) = 0,
defined on a neighborhood of x = 0, such that the following conditions
hold.

i) The system

_x = f(x) + g(x)�(x) (10)

is N th-order approximately stable.
ii) �(x) is locally uniformly observable with respect to (1), i.e.,

there exists a C1 function �, vanishing at the origin, such that

�(x) = �(y0; y1; . . . ; yk ; u0; u1; . . . ; uk ): (11)

Then system (1) is locally asymptotically stabilizable by dynamic
output feedback.

Proof: It suffices to show that system (8) is stabilizable by dy-
namic output feedback. The proof is composed of the following five
steps to construct a desired dynamic compensator for (8).

Step 1. Introduction of an auxiliary dynamic system.
The dynamic system is

_�1 =�2

� � �

_�l�1 =�l

_�l = ~u

u =�1 (12)

where �i 2 R, i = 1; 2; . . . ; l; u = �1 is the output, ~u the input; l is a
positive integer to be determined later.

Step 2. Two transformations for the composite system of (8) and
(12).

In this step, we perform two transformations for the composite
system of (8) and (12). One transformation is used to construct a stabi-
lizing controller of the composite system (8) and (12); the other trans-
formation is used to construct an observer for y(1); y(2); . . . ; y(k ). In
order to determine l in (12), we need to perform the two transforma-
tions simultaneously.

Let

�1 =�1 � �(z; �)

�1 =F0(z; �) +G(z; �)�1 (13)

where �(z; �) = �(x). Then, we have

_�1 =F1(z; �; �1) + �2

_�1 = �F1(z; �; �1) +G(z; �)�2 (14)

where

F1(z; �; �1)

= �
@

@z
�(z; �)[f0(z; �) + g0(z; �)�1] +

@

@�
�(z; �)

[A0� +B0(F0(z; �) +G(z; �)�1)]

� =� +�(z;�)

(15)

and �F1 is defined similarly. Inductively, we can define

�i =Fi�1(z; �; �1; . . . ; �i�1) + �i

�i = �Fi�1(z; �; �1; . . . ; �i�1)+G(z; �)�i; i=2; 3; . . . ; l

(16)
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and obtain

_�i =Fi(z; �; �1; . . . ; �i) + �i+1;

_�i = �Fi(z; �; �1; . . . ; �i) +G(z; �)�i+1; i = 2; 3; . . . ; l

(17)

where �l+1 = ~u.
Now, we express Fi(z; �; �1; . . . ; �i) as a sum of three parts

Fi(z; �; �1; . . . ; �i) =

i

j=1

aij�j + pi(z; �) + 'i(z; �; �1; . . . ; �i)

(18)
where aij , j = 1; 2; . . . ; i are constants; pi(z; �) is a polynomial of
degree less than or equal to N ; and 'i(z; �; �1; . . . ; �i) has the prop-
erties that

'i(z; �; �1; . . . ; �i) =O(k(z; �; �1; . . . ; �i)k
2)

'i(z; �; 0; . . . ; 0) =O(k(z; �)kN+1): (19)

Due to (13) and (16), �i is a function of z; �; �1; . . . ; �i. Hence, we can
also express �Fi(z; �; �1; . . . ; �i) as a sum of three parts

�Fi(z; �; �1; . . . ; �i)

=

i

j=1

�aij�j + �pi(z; �) + �'i(z; �; �1; . . . ; �i) (20)

where �aij , j = 1; 2; . . . ; i, are constants; �pi(z; �) is a polynomial of
degree less than or equal to N ; �'i(z; �; �1; . . . ; �i) has the properties
that

�'i(z; �; �1; . . . ; �i) =O(k(z; �; �1; . . . ; �i)k
2)

�'i(z; �; 0; . . . ; 0) =O(k(z; �)kN+1): (21)

Note that independent variables of �'i in (20) are z; �; �1; . . . ; �i, which
are the same as those of 'i in (18).

Let l� = maxfk1 � r+1; k2 + 1g, where k1 and k2 are defined in
(11). Since pi(z; �) and �pi(z; �), i = 1; 2; . . ., are all polynomials of
degree less than or equal to N , by linear algebra, there exists a positive
integer l � l� and a set of constants ci, i = 1; 2; . . . ; l� 1, such that

pl(z; �) =

l�1

i=1

cipi(z; �) �pl(z; �) =

l�1

i=1

ci�pi(z; �): (22)

Take l � l� as the smallest positive integer that makes (22) hold. Then,
from (16), (18), and (20), we obtain (23), as shown at the bottom of the
page.

Let

~u =

l�1

i=1

ci�i+1 + v (24)

where v is a new input. Then by (17), (18), (20), (23), and (24), we have

_�l =Fl(z; �; �1; . . . ; �l) + ~u

=

l

i=1

ai�i + '(z; �; �1; . . . ; �l) + v

_�l = �Fl(z; �; �1; . . . ; �l) +G(z; �)~u

=

l

i=1

�ai�i + �'(z; �; �1; . . . ; �l) +G(z; �)v (25)

where ai and �ai, i = 1; 2; . . . ; l, are some constants, and

'(z; �; �1; . . . ; �l)

= 'l(z; �; �1; . . . ; �l)�

l�1

i=1

ci'i(z; �; �1; . . . ; �i)

�'(z; �; �1; . . . ; �l)

= �'l(z; �; �1; . . . ; �l)�

l�1

i=1

ci �'i(z; �; �1; . . . ; �i): (26)

It follows from (19), (21), and (26) that

'(z; �; �1; . . . ; �l) =O(k(z; �; �1; . . . ; �i)k
2)

'(z; �; 0; . . . ; 0) =O(k(z; �)kN+1) (27)

and

�'(z; �; �1; . . . ; �l) =O(k(z; �; �1; . . . ; �i)k
2)

�'(z; �; 0; . . . ; 0) =O(k(z; �)kN+1): (28)

Let � = (�1; �2; . . . ; �l)
T and �� = (��1; ��2; . . . ; ��r+l)

T with ��i =
�i, i = 1; 2; . . . ; r, and ��r+j = �j , j = 1; 2; . . . ; l. Then, by (13),
(14), (16), (17), and (25), the composite system (8) and (12) can be
transformed into two forms

_z = f0(z; �) + g0(z; �)(�(z; �) + �1)

_� =A0� +B0(F0(z; x) +G(z; x)(�(z; �) + �1))

_� =A1� +B1('(z; �; �1; . . . ; �l) + v)

y =C0� (29)

where (A1; B1) is in the controllable canonical form and

_z = f0(z; �) + g0(z; �)G
�1(z; �)(�1 � F0(z; �))

_�� = �A1
�� + �B1( �'(z; �; �1; . . . ; �l) +G(z; �)v)

y = �C1�� (30)

where ( �C1; �A1) is in the observable canonical form.
Step 3. Construction of a stabilizing controller for system (29).
Since (A1; B1) is in the controllable canonical form, the system

_� = A1� +B1v (31)

pl(z; �) =

l�1

i=1

ci �i+1 �

i

j=1

aij�j � 'i(z; �; �1; . . . ; �i)� �i+1

�pl(z; �) =

l�1

i=1

ci �i+1 �

i

j=1

�aij�j � �'i(z; �; �1; . . . ; �i)�G(z; �)�i+1 (23)
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is controllable and observable if we take �1 as an output. Therefore,
there exists a linear dynamic compensator

_ =W + L�1

v =Q (32)

where W , L, and Q are matrices with suitable dimensions, such that
the closed-loop system

_�
_ 

=
A1 B1Q

LC1 W

�

 
(33)

is asymptotically stable, where C1 = (1 0 � � � 0 ) 2 R1�l:
Let w1 = (�T ;  T )T ,

F (x; �1) =
f0(z; �)

A0� +B0F0(z; �)

+
g0(z; �)(�(z; �) + �1)

B0G(z; x)(�(z; �) + �1)
(34)

H1(x;w1) =
B1'(z; �; �1; . . . ; �l)

0
(35)

and

�A =
A1 B1Q

LC1 W
: (36)

Then the composite system of (29) and (32) can be written as

_x =F (x; �1)

_w1 = �Aw1 +H1(x;w1): (37)

Since F (x; 0) = f(x) + g(x)�(x), by condition i) of Theorem 3.1,
the system

_x = F (x; 0) (38)

is N th-order approximately stable. On the other hand, we can see that

H1(x;w1) = O(k(x;w1))k
2 H1(x; 0) = O(kxkN+1):

Then, by Theorem 2.1, with w = w1, A = �A, and H(x;w) =
H1(x;w1), system (37) is locally asymptotically stable. This means
that (32) is also a stabilizing controller for (29). However, the controller
(32) is difficult to be realized, since it contains �1 = �1��(x), which
cannot be measured directly.

Step 4. Construction of an observer for y(1); y(2); . . . ; y(k )

Since ( �C1; �A1) is observable, there exists an (r + l) � 1 matrix �L
such that

�A1 � �L �C1 (39)

is a Hurwitz matrix. Let � = (�1; �2; . . . ; �r+l)
T . We construct an

observer for y(1); y(2); . . . ; y(k ) as follows

_� = �A1� + �L(y � �C1�) + �B1G(0; 0)Q : (40)

Step 5. Construction of the whole dynamic compensator for (8).

Since uj , j = 0; 1; . . ., in (4), are independent variables, we may let

uk = �k+1; k = 0; 1; . . . ; k2: (41)

Then, from the second equality of (13) and the second equality of (16),
we have

yk = ��k+1; k = 0; 1; . . . ; k1 (42)

Since l � l� = maxfk1 � r + 1; k2 + 1g, (41) and (42) are well de-
fined. Let � = (�1; �2; . . . ; �l)

T . Let ~�(��; �) be the function obtained
from �(y0; y1; . . . ; yk ; u0; u1; . . . ; uk ) in which yk is replaced by
��k+1, k = 0; 1; . . . ; k1, and uk is replaced by �k+1, k = 0; 1; . . . ; k2.
~�(��; �) is well defined, since (41) and (42) are well defined. Then by
the condition (ii) of Theorem 3.1, and (13), we have

�1 =�1 � �(x)

=�1 � ~�(��; �): (43)

Although �1 = �1� ~�(��; �) cannot be directly measured, �1� ~�(�; �)
can be directly measured, where � is a vector of state variables of the
observer (40). Replacing �1 � ~�(�; �) into �1 in (32) yields

_ =W + L(�1 � ~�(�; �))

v =Q : (44)

The whole dynamic compensator for (8) consists of (12), (24), (40),
and (44), which is written in the following:

_�1 =�2

� � �

_�l�1 =�l

_�l =

l�1

i=1

ci�i +Q 

_ =W + L(�1 � ~�(�; �))

_� = �A1� + �L(y � �C1�) + �B1G(0; 0)Q 

u =�1: (45)

It is easy to see that this dynamic compensator is realizable.
Now, we prove that the closed-loop system consisting of (8) and (45)

is asymptotically stable.
Let e = � � ��. Then, from (30) and (40), we have

_e = ( �A1 � �L �C1)e+ �B1[(G(0; 0)�G(z; �))Q 

� �'(z; �; �1; . . . ; �l)]: (46)

Since �1 = �1 + ~�(��; �), we have

�1 � ~�(�; �) = �1 + ~�(��; �)� ~�(�; �)

= �1 + ~�(��; �)� ~�(�� + e; �)

= �1 �De+R(��; �; e) (47)

whereD = (@=@ ��)~�(��; �)j(��;�)=0, andR(��; �; e) = ~�(��; �)� ~�(��+
e; �) + De. It is clear that

R(��; �; e) = O(k(��; �; e)k2) R(��; �; 0) = 0: (48)
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Then, by (47), system (44) can be written as

_ =W + L�1 � LDe+ LR(��; �; e)

v =Q : (49)

It is easy to see that the stability of the closed-loop system (8) and
(45) is equivalent to the stability of the system consisting of (29), (46),
and (49).

Let w = (�T ;  T ; eT )T . Then, the system consisting of (29), (46)
and (49) can be written as asymptotically stable. The closed-loop
system as the form

_x =F (x; �1)

_w =Aw +H(x;w) (50)

where F (x; �1) is defined in (34)

A =

A1 B1Q 0

LC1 W �LD

0 0 �A1 � �L �C1

(51)

and

H(x;w)

=

B1'(z; �; �1; . . . ; �l)

LR(��; �; e)
�B1[(G(0; 0)�G(z; �))Q �B1 �'(z; �; �1; . . . ; �l)]

:

(52)

By using the same method of proving the local asymptotical stability
of (37), we can easily prove that system (50) is locally asymptotically
stable. This completes the proof of Theorem 3.1.

Remark 3.1: Theorem 3.1 can be extended easily to the case ofm >
1 and system (1) has vector relative degree fr1; r2; . . . ; rmg.

Remark 3.2: The dimension of a controller for system (1) might
be large if we design the controller by following Steps 1–5 ex-
actly. In some circumstances, a controller for (1) with smaller
dimension can be designed if we use the approach developed in the
above ingeniously. For example, if system (29) can be N th-order
approximately stabilized by using a feedback law of the form
v = �(y; y(1); . . . ; y(k ); �1; �2; . . . ; �k ); then the dynamic system
(32) can be omitted. By this way, the dimension of the stabilizing
dynamic controller is reduced.

Before closing this section, we consider a special, but interesting,
case of system (8). That is, g0(z; �) = 0. In this case, system (8)
becomes

_z = f0(z; �)

_� =A0� +B0(F0(z; �) +G(z; �)u)

y = �1: (53)

For the sake of convenience, we assume that in system (53)

@

@�i
f0(z; �)jz=0;�=0 = 0; i = 2; 3; . . . ; r: (54)

Assumption (54) is not a restriction on system (53), because we can
always use a linear coordinate transformation to meet it.

Theorem 3.2: Let (54) hold. If there exist C1 mappings
�1(z); �2(z); . . . ; �r(z) with �i(0) = 0 for all 1 � i � r,
defined on some neighborhood of z = 0, satisfying the following
conditions.

i) The system

_z = f0(z; �1(z); �2(z); . . . ; �r(z)) (55)

is N th-order approximately stable.
ii)

�i+1(z) =
@�i(z)

@z
f0(z; �1(z); �2(z); . . . ; �r(z)) + �i(z)

i = 1; 2; . . . ; r � 1, where �i(z) = O(kzkN+1).
iii) �1(z) is locally uniformly observable with respect to system

(53). Then system (53) is locally asymptotically stabilizable by
dynamic output feedback.

Proof: Let

�i = �i � �i; i = 1; 2; . . . ; r: (56)

Then, by using condition ii), system (53) is transformed into the form

_z = f0(z; � + �(z))

_�1 = �2 + �1�1 + 
1(z; �) + �1(z)

� � �

_�l�1 = �l + �l�1�1 + 
r�1(z; �) + �r�1(z)

_�l = �F0(z; �) + �G(z; �)u

y = �1 + �1(z) (57)

where �i = �(@�i=@z)(z)
1

0
(@=@�1)f0(z; �(z) + ��)d�jz=0;�=0


i(z; �) = �
@�i
@z

(z)
1

0

@

@�1
f0(z; �(z) + ��)d�+ �i �1

�
@�i
@z

(z)

r

j=2

1

0

@

@�j
f0(z; �(z) + ��)d��j;

i = 1; 2; . . . ; r � 1 (58)

and

�F0(z; �) =F0(z; � + �(z))�
@

@z
�r(z)f0(z; � + �(z))

�G(z; �) =G(z; � + �(z)): (59)

Due to (54) and (58), we have


i(z; 0) = 0; 
i(z; �) = O(k(z; �)k2); i = 1; 2; . . . ; r � 1: (60)

By using the technique developed in the proof of Theorem 3.1, we
can construct a dynamic compensator for system (57) such that the
closed-loop system is asymptotically stable. Since the construction is
very similar to that in Theorem 3.1, details of the construction are
omitted. The proof is completed.

Remark 3.3: The dimension of a controller constructed by using
Theorem 3.2, in general, may be less than that of Theorem 3.1 (see
Example 4.1).

Remark 3.4: Theorem 3.2 provides a novel solution to output feed-
back stabilization of systems with strong nonlinearities. Nevertheless,
it should be noted that Assumption (ii) of Theorem 3.2, though crucial,
may be hard to check.

IV. AN ILLUSTRATIVE EXAMPLE

We illustrate our results by means of an elementary example.
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1) Example 4.1: Consider the system

_z = z
4 + z�

_� = z
2 + u

y = � (61)

where z 2 R, � 2 R; y is the output and u is the input.
First, it is shown that system (61) is not stabilizable by static output

feedback. Indeed, if (61) is stabilizable by static output feedback, then
there exists a C1 feedback u = �(�) with �(0) = 0 such that the
closed-loop system

_z = z
4 + z�

_� = z
2 + �(�)

y = � (62)

is asymptotically stable. We can assume without loss of generality that
�(�) is defined on (�1;1). Consider the region D = f(z; �)jz >

0; � > 0g. Let (z(t); �(t))T be a solution of (62). It is easy to see that
D is an invariant region of (62) and _z(t) > 0 if (z(t); �(t))T 2 D.
This implies that system (62) is not stable. This contradiction shows
that system (61) is not stabilizable by static output feedback.

Then notice that system (61) has relative degree 1, and that the
system is nonminimum-phase. Indeed, the zero dynamics of system
(61) is

_z = z
4 (63)

which clearly is not stable. It is also of interest to note that the state vari-
ables of system (61) are not locally completely uniformly observable
(see, for instance, [13]). Therefore, system (61) cannot be stabilized by
existing methods (see, for instance, [3]–[5], [13], and [15]). Now, we
use the approach proposed in this note to derive a dynamic output-feed-
back controller that stabilizes (61).

In this example, f0(z; �) = z4+ z�. Let �1(z) = �z2. It is easy to
see that the system

_z = f0(z; �1(z)) = �z3 + z
4 (64)

is third-order approximately stable. On the other hand, �1(z) can be
expressed as

�1(z) = � _y + u (65)

that is, �1(z) is locally uniformly observable. Therefore, system (61)
satisfies the conditions of Theorem 3.2. Then we can use the design
technique developed in Section III to construct a dynamic compensator
for (61) as follows

_�1 = � y + �1 � 2�2
_�1 = �2 + (y � �1)

_�2 = � y + �1 � 2�2 + (y � �1)

u =�1: (66)

The details are omitted for want of space.

V. CONCLUSION

Based on the concepts of approximate stability and local uniform
observability of feedback control law, a novel constructive approach
for dynamic output feedback stabilization of nonlinear systems is pro-
posed. The systems considered are of a wide class, which may have
unstable zero dynamics and may be linearly uncontrollable and/or lin-
early unobservable. To extend the proposed approach to the problem
of semiglobal stabilization or global stabilization is an interesting topic
for further study.
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