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Abstract

In this paper, the problem of non-regular static state feedback linearization of a5ne nonlinear systems is considered. First of all, a new
canonical form for non-regular feedback linear systems is proposed. Using this form, a recursive algorithm is presented, which yields
a condition for single input linearization. Then the left semi-tensor product of matrices is introduced and several new properties are
developed. Using the recursive framework and new matrix product, a formula is presented for normal form algorithm. Based on it, a set
of conditions for single-input (approximate) linearizability is presented.
? 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

Consider an a5ne nonlinear system

ẋ = f(x) +
m∑
i=1

gi(x)ui; f(0) = 0; x∈Rn; u∈Rm: (1)

Throughout the paper the vector @elds f(x); gi(x) and con-
trols, etc. are assumed to be analytic (C!) to assure the con-
vergence of the Taylor series expansion of the vector @elds,
etc. A general linearization problem is de@ned as follows
(Ge, Sun, & Lee, 2001; Guay, 2002).

De�nition 1.1. System (1) is non-regular state feedback
linearizable at the origin, if there exist a feedback control

u= �(x) + (x)v; (2)
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with m× k matrix (x) and a diKeomorphism z= �(x) such
that in coordinate frame z the closed-loop system can be
expressed as a completely controllable linear system. If (x)
is a square non-singular matrix, it is called the regular state
feedback linearization. When k=1 the linearization is called
the single-input linearization.

Non-regular state feedback linearization has recently been
investigated in Sun and Xia (1997), Ge et al. (2001). The
following lemma, which simpli@ed the study of non-regular
state feedback linearization, is an immediate consequence of
Heymann’s Lemma (Heymann, 1968; Desoer &Vidyasagar,
1975).

Lemma 1.2. System (1) is non-regular state feedback lin-
earizable, i0 it is single-input linearizable, i.e., linearizable
by control (2) with m× 1 vector (x).

The following lemma is useful in the sequel.

Lemma 1.3 (Sun & Xia, 1997). Let A = Jf(0) be the Ja-
cobian matrix of f at the origin, B = g(0). If system (1)
is linearizable, then (A; B) is completely controllable.

Normal forms have been used to investigate various con-
trol problems of nonlinear systems (Cheng & Martin, 2002;
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Devanathan, 2001; Krener & Kang, 1990). We @rst review
some concepts (Guckenheimer & Holmes, 1983): Let Hk

n be
the set of kth degree homogeneous polynomial vector @elds
in Rn. Then the following facts are obvious:

(1) Hk
n is a linear vector space over R.

(2) Let Ax∈H 1
n be a given vector @eld with A an n × n

constant matrix. Then the Lie derivative adAx : Hk
n →

Hk
n is a linear mapping.

The following normal form representation (Arnold, 1983)
and its application to linearization (Devanathan, 2001) are
the starting point of our approach.

Theorem1.4 (Poincare’sTheorem(Arnold,1983)). Consider
a C! dynamic system

ẋ = Ax + f2(x) + f3(x) + · · · ; x∈Rn; (3)

where fi(x); i¿ 2 are ith degree homogeneous vector
=elds. If A is non-resonant, there exists a formal change
of coordinates

x = y + h(y); (4)

where h(y) corresponds to the sum of possibly in=nite ho-
mogeneous vector polynomials hm(y); m¿ 2, that is h(y)=
h2(y)+ h3(y)+ · · ·, such that system (3) can be expressed
as ẏ = Ay.

This has been extended to single input control systems
(Krener, Karahan, & Hubbard, 1988).
We recall that for a matrix A, let �(A) = �= (�1; : : : ; �n)

be its eigenvalues. A is a resonant matrix if there ex-
ists m = (m1; : : : ; mn)∈Zn

+, and |m|¿ 2, i.e., mi¿ 0 and∑n
i=1 mi¿ 2, such that for some s; �s = 〈m; �〉. The

following proposition provides a su5cient condition for
non-resonance.

Proposition 1.5 (Devanathan, 2001). Let � = (�1; : : : ; �n)
be the eigenvalues of a given Hurwitz matrix A. A is
non-resonant if

max{|Re(�i)| | �i ∈ �(A)}6 2min{|Re(�i)| | �i ∈ �(A)}:
(5)

In this paper we use the normal form theory to investi-
gate the non-regular state feedback (approximate) lineariza-
tion. First, we propose a new feedback canonical form and
a recursive result for single-input linearization. Then the
left semi-tensor product of matrices is introduced and some
new properties are obtained. Using this tool, a formula is
obtained, which realizes Poincare’s formal change of co-
ordinates. Finally, this result is used to get conditions for
non-regular state feedback (approximate) linearization.
The paper is organized as follows. In Section 2, based

on a new feedback canonical form a recursive condition for
single-input linearization is obtained. In Section 3 we intro-
duce the concepts and some properties of left semi-tensor

product of matrices, which provide a numerical tool for
computing normal form, etc. Section 4 gives a formula for
Poincare’s formal change of coordinates. Then the condi-
tions for non-regular state feedback (approximate) lineariza-
tion are presented. Section 5 is an illustrative example.

2. Single-input linearization

We @rst consider a canonical form of non-regular feed-
back linear systems.
A constant vector, b= (b1; : : : ; bn)T ∈Rn, is said to be of

non-zero component if bi 
= 0; ∀i.

Proposition 2.1. A linear control system

ẋ = Ax +
m∑
i=1

biui := Ax + Bu; x∈Rn; u∈Rm (6)

is completely controllable, i0 there exists two matrices F;G
such that the closed-loop system

ẋ = (A+ BF)x + BGv

can be converted, by a linear coordinate change, into the
following form:

ż = Az + bv :=




d1 0 · · · 0

0 d2 · · · 0

. . .

0 0 · · · dn


 z +




b1

b2

...

bn


 v; (7)

where di; i = 1; : : : ; n are distinct and b is of non-zero
component.

The proof is straightforward. The key is that the control-
lability matrix C of such a system is a mild variation of
Vandermonde’s matrix

det(C) =
n∏

i=1

bi
∏
i¡j

(dj − di) 
= 0: (8)

From the above proposition we can call (7) the reduced
single-input feedback A-diagonal (RSIFAD) canonical
form. Moreover, we give the following assumption:

A1. A is a diagonal matrix with distinct diagonal elements
di and is non-resonant.

Lemma 2.2. Assume matrix A satis=es A1 and g is a kth
degree homogeneous vector =eld, k¿ 2. Then there exists
a kth degree homogeneous vector =eld % such that

adAx%= g: (9)

Proof. For a given %, let f=adAx%. Then a straightforward
computation shows that fi, the ith component of f depends
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only on %i, the ith component of %. Now let xr11 · · · xrnn be a
term of %i, then a straightforward computation shows that

adAx%=







d1x1

·
dixi

·
dnxn




;




×
·

xr11 · xrnn
·
×






=




×
·

'ix
r1
1 · xrnn
·
×




;

(10)

where

'i = d1r1 + · · ·+ dnrn − di; (11)

since A is non-resonant and 'i 
= 0. Now for each term
xr11 · · · xrnn of gi we can construct a corresponding term
1='ix

r1
1 · · · xrnn of %i such that adAx%= g.

Since all the vector @elds and functions are assumed to
be analytic, all the functions and their derivatives have con-
vergent Taylor series expansions.
Note that if A satis@es A1, then for a vector @eld g=gkxk+

gk+1xk+1+ · · · ∈ 0(‖x‖k), applying Lemma 2.2 to each term,
we can @nd a vector @eld %∈ 0(‖x‖k) such that adAx%= g.
Now let us get back to the linearization. We consider the

following system:

ẋ = Ax + �(x) +
m∑
i=1

gi(x)ui; (12)

where A satis@es A1 and �(x) = 0(‖x‖2). An immediate
result is

Proposition 2.3. Consider system (12) with A satisfying
A1. It is non-regular state feedback linearizable if 1.
�(x)∈ Span{g1; : : : ; gm}; 2. There exists a constant vector
b of non-zero component, such that

b∈ Span{g1; : : : ; gm}:

When either of the conditions of Proposition 2.3 fails, we
can use the normal form to further investigate the problem.
According to Lemma 2.2, we can always @nd a vector

@eld %(x) such that

adAx%(x) = �(x): (13)

Now we de@ne a local diKeomorphism as z1=x−%(x). Then
under the coordinate frame z1 system (12) can be expressed
as

ż1 = Az1 − J0(x)�(x) +
m∑
i=1

g1i (x)ui; (14)

where J0(x) is the Jacobian matrix of %(x) and g1i (x) =
(I − J0(x))gi(x).
For notational ease, we denote x := z0; �(x) := �0(x);

%(x) := %0(x) and gi(x) := g0i (x). Then we can continue the
previous procedure to de@ne recursively new coordinates as

adAx(%k) = �k ; zk+1 = zk − %k(x); k¿ 0

and new vector @elds

gk+1
i (x) = (I − Jk(x))gki (x); 16 i6m; k¿ 0;

where Jk(x) is the Jacobian matrix of %k(x). Then under zk
the system is expressed as

żk = Azk + �k(x) +
m∑
i=1

gki (x)ui; k¿ 1: (15)

As the consequence of the above discussion, we have

Corollary 2.4. System (12) is non-regular state feedback
linearizable if there exists k¿ 0, such that (15) satis=es
the Conditions 1 and 2 of Proposition 2.3.

Note that according to the recursive algorithm it is easy
to see that

deg(�i) = ci+1 + 1; i = 0; 1; : : : ;

where {ci} is the Fibonacci sequence, i.e., (c1; c2; : : :) =
(1; 1; 2; 3; 5; 8; : : :). Hence when k → ∞ �k(x) → 0, because
the convergence is assumed. Then we have the following:

Corollary 2.5. System (12) is non-regular state feedback
linearizable if there exists a constant vector b of non-zero
component such that

b∈ Span

{ ∞∏
i=0

(I − Ji(x))gj(x); j = 1; : : : ; m

}
:

3. Left semi-tensor product of matrices

Propositions 2.3, Corollary 2.4 and Proposition 2.5 are
perhaps theoretically interesting. However, the algorithm in
the last section is recursive. To the authors’ best knowledge,
all known normal form algorithms are recursive. To get a
non-recursive linearization algorithm a new matrix product,
called the left semi-tensor product (Cheng, 2002), is studied
in this section.

De�nition 3.1. (1) Let X be a row vector of dimension np,
and Y be a column vector with dimension p. Then we split
X into p equal-size blocks as X 1; : : : ; X p, which are 1× n
rows. De=ne the left semi-tensor product, denoted by �, as

X n Y =
p∑
i=1

X iyi ∈Rn;

Y Tn X T =
p∑
i=1

yi(X i)T ∈Rn: (16)

(2) Let A∈Mm×n and B∈Mp×q. If either n is a factor of
p, say nt =p and denote it as A ≺t B, or p is a factor of n,
say n= pt and denote it as A �t B, then we de@ne the left
semi-tensor product of A and B , denoted by C =An B, as



442 D. Cheng et al. / Automatica 40 (2004) 439– 447

the following: C consists of m× q blocks as C = (Cij) and
each block is

Cij = Ai n Bj; i = 1; : : : ; m; j = 1; : : : ; q;

where Ai is the ith row of A and Bj is the jth column of B.

Example 3.2. 1. Let X = (1 2 3 − 1) and Y =
(

1
2

)
. Then

X n Y = (1 2) · 1 + (3 − 1) · 2 = (7 0):

2. Calculate the product of

A=




1 2 1 1

2 3 1 2

3 2 1 0


 ; B=

(
1 −2

2 −1

)
:

An B=




(3 4) (−3 − 5)

(4 7) (−5 − 8)

(5 2) (−7 − 4)


=




3 4 −3 −5

4 7 −5 −8

5 2 −7 −4


 :

Remark 3.3. Note that when n=p the left semi-tensor prod-
uct coincides with the conventional matrix product. There-
fore, the left semi-tensor product is only a generalization
of the conventional product. For convenience, we may omit
the product symbol n.

Some related fundamental properties are:

Proposition 3.4 (Cheng, 2002). The left semi-tensor
product satis=es (as long as the related products are well
de=ned)

1. (Distributive rule)

An (�B+ C) = �An B+ An C;

(�B+ C)n A= �Bn A+ Cn A; �; ∈R: (17)

2. (Associative rule)

An (Bn C) = (An B)n C;

(Bn C)n A= Bn (Cn A): (18)

The following three propositions can be proved by
straightforward computations.

Proposition 3.5. Let A∈Mp×q and B∈Mm×n. If q = km,
then

An B= A(B⊗ Ik); (19)

if kq= m, then

An B= (A⊗ Ik)B: (20)

Proposition 3.6. 1. Assume A and B are of the proper
dimensions such that An B is well de=ned. Then

(An B)T = BTn AT: (21)

2. In addition assume both A and B are invertible, then

(An B)−1 = B−1n A−1: (22)

Proposition 3.7. Assume A∈Mm×n is given. 1. Let Z ∈Rt

be a row vector. Then

An Z = Z n (It ⊗ A); (23)

2. Let Z ∈Rt be a column vector. Then

Z n A= (It ⊗ A)n Z: (24)

Note that when �∈Rn is a column or a row, then

�k := �n · · ·n �︸ ︷︷ ︸
k

is well de@ned.
Next, we de@ne a swap matrix, which is also called a

permutation matrix and is de@ned implicitly in Magnus
and Neudecker (1999). Many properties can be found in
Cheng (2002). The swap matrix, W[m;n] is an mn × mn
matrix constructed in the following way: label its columns
by (11; 12; : : : ; 1n; : : : ; m1; m2; : : : ; mn) and its rows by
(11; 21; : : : ; m1; : : : ; 1n; 2n; : : : ; mn). Then its element in the
position ((I; J ); (i; j)) is assigned as

w(IJ ); (ij) = 4I;Ji; j =

{
1 I = i and J = j;

0 otherwise:
(25)

When m= n we simply denote by W[n] for W[n;n].

Example 3.8. Let m= 2 and n= 3, the swap matrix W[2;3]

is constructed as

(11) (12) (13) (21) (22) (23)

W[2;3]=




1 0 0 0 0 0

0 0 0 1 0 0

0 1 0 0 0 0

0 0 0 0 1 0

0 0 1 0 0 0

0 0 0 0 0 1




(11)

(21)

(12)

(22)

(13)

(23)

:

As a consequence of the de@nition, the following “swap”
property is useful in the sequel.

Proposition 3.9. Let X ∈Rm and Y ∈Rn be two columns.
Then

W[m;n]n X n Y = Y n X;

W[n;m]n Y n X = X n Y: (26)

Proposition 3.10. Let A∈Mm×n and B∈Mp×q. Then

W[m;p](A⊗ B)W[q;n] = B⊗ A: (27)
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Proof. Applying Propositions 3.7 and 3.9 to each
row and/or column, the result follows from a careful
computation.

The following factorization formula is useful for simpli-
fying swap matrix computation.

Proposition 3.11.

W[pq;r] = (W[p;r] ⊗ Iq)(Ip ⊗W[q; r]): (28)

See item 1 of the Appendix for the proof.
For our later results, we need also to introduce the tensor

expression of polynomials. Let x= (x1; : : : ; xn)T ∈Rn. Then
a kth degree homogeneous polynomial can be expressed as
F n xk , where

xk := xn · · ·n x︸ ︷︷ ︸
k

;

and the coe5cient vector F is a 1× nk row. BrieTy, Fxk :=
F n xk . By de@nition we have

Proposition 3.12. Let Fxm and Gxn be mth and nth homo-
geneous polynomials respectively. Then the product is

(Fxm)(Gxn) = F n Gn xm+n: (29)

Next, we consider the diKerential of a matrix with diKer-
entiable function entries.

De�nition 3.13. Let H = (hij(x)) be a p × q matrix with
the entries hij(x) as smooth functions of x∈Rn. Then the
diKerential of H is de@ned as a p × nq matrix obtained by
replacing each element hij by its diKerential

dhij =
(
@hij(x)
@x1

; · · · ; @hij(x)
@xn

)
:

The following formula is fundamental:

Proposition 3.14.

D(xk+1) = 7k n xk ; (30)

where 7k is an nk+1 × nk+1 matrix as

7k =
k∑

s=0

Ins ⊗W[nk−s ; n]: (31)

See item 2 of the Appendix for the proof.
The higher degree diKerential is de@ned inductively as

Dk+1A(x) = D(DkA(x)); k¿ 1:

Using the above expression, the Taylor expression of a
vector @eld f(x)∈V (Rn) is expressed as

f(x) = f(x0) +
∞∑
i=1

1
i!
Dif(x0)(x − x0)i ; (32)

which has exactly the same form as the Taylor expansion of
one variable case.

4. Algorithm for (approximate) linearization

In this section we present a formula to realize Poincare’s
coordinate transformation (4) @rst. Then we give necessary
and su5cient conditions for (approximate) linearizability.
To begin with, using Taylor series expression on f(x)

with the form of semi-tensor product, we express system
(3) as

ẋ = Ax + F2x2 + F3x3 + · · · ; (33)

where Fk are n× nk constant matrices, and xk are as stated
above.
Next, assume

adAx%k = Fkxk :

Using Lemma 2.2, we can easily obtain that

%k = (9n
k � Fk)xk ; x∈Rn: (34)

Here � is the Hadamard product of matrices (Zhang, 1999),
i.e., if two m× n matrices A=(aij) and B=(bij) are given,
and C = A � B, then C is of the same size with entries
cij = aijbij. 9n

k can be constructed by (11) mechanically as

(9n
k)ij =

1

(
n∑

s=1
�js�s)− �i

; i = 1; : : : ; n; j = 1; : : : ; nk ; (35)

where �j1; : : : ; �
j
n are respectively the powers of x1; : : : ; xn of

the jth component of xk .
Now we are ready to present our main result:

Theorem 4.1. Assume A satis=es A1. Then system (33) can
be transformed into a linear form

ż = Az (36)

by the following coordinate transformation:

z = x −
∞∑
i=2

Eixi; (37)

where Ei are determined recursively as (with 7i as in (31))

E2 = 92 � F2

Es = 9s �
(
Fs −

s−1∑
i=2

Ei7i−1(Ini−1 ⊗ Fs+1−i)

)
;

s¿ 3: (38)

Proof. Using (1) to system (33), we have

ż =

(
Ax +

∞∑
i=2

Fixi
)

−
∞∑
i=2

@Eixi

@x

(
Ax +

∞∑
i=2

Fixi
)

= Az +
∞∑
i=2

Fixi + A
∞∑
i=2

Eixi −
∞∑
i=2

@Eixi

@x
Ax

−
( ∞∑

i=2

@Eixi

@x

) ∞∑
j=2

Fjxj
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= Az −
∞∑
i=2

adAx(Eixi) + F2x2

+
∞∑
s=3

(
Fsxs −

s−1∑
i=2

@Eixi

@x
Fs+1−ixs+1−i

)

:= Az −
∞∑
i=2

adAx(Eixi) +
∞∑
s=2

Ls; (39)

where

L2 = F2x2;

Ls = Fsxs −
s−1∑
i=2

@Eixi

@x
n Fs+1−ixs+1−i

=

(
Fs −

s−1∑
i=2

Ei7i−1(Ini−1 ⊗ Fs+1−i)

)
xs; s¿ 3: (40)

Now under Assumption A1 we can set

Esxs = ad−1
Ax (Ls); s= 2; 3; : : : :

Then (33) becomes (4).

The advantage of this Taylor series expression is that it
does not require recursive computation of the intermedi-
ate forms of the system under transferring coordinates zi;
i = 1; 2; 3; : : : :
Now consider the linearization of system (1). Denote A=

(@f=@x)|0; B = g(0), and assume (A; B) is a completely
controllable pair. Then we can @nd feedback K and a linear
coordinate transformation T , such that Ã= T−1(A+ BK)T
satis@es assumption A1. For the sake of simplicity, we call
the above transformation an NR-type transformation.
Using the notations and algorithm proposed above the

following result is immediate.

Theorem 4.2. System (1) is single-input linearizable, i0
there exist an NR-type transformation and a constant vec-
tor b of non-zero component such that

b∈ Span

{(
I −

∞∑
i=2

Ei7i−1xi−1

)
gj | j = 1; : : : ; m

}
: (41)

Next, we consider approximate linearization.

De�nition 4.3. System (1) is said to be kth degree
non-regular state feedback approximately linearizable if we
can @nd a state feedback and a local coordinate frame z such
that under z the closed-loop system can be expressed as

ż = Az + 0(‖z‖k+1) + (b+ 0(‖z‖k))v; (42)

where (A; b) is a completely controllable pair.

For approximate linearization, we may relax the non-
resonant constraint.

De�nition 4.4. Let �= (�1; : : : ; �n) be the eigenvalues of a
given matrix A. A is a kth degree resonant matrix if there
exists m=(m1; : : : ; mn)∈Zn

+, and 26 |m|6 k, such that for
some s; �s = 〈m; �〉.

From the expression (35) it is clear that the following
corollary of the Poincare’s Lemma is correct.

Corollary 4.5. Consider a C! dynamic system (3). If A is
kth degree non-resonant, there exists a formal change of
coordinates (4), such that system (3) can be expressed as

ż = Az + 0(‖z‖k+1): (43)

If we just consider the kth degree approximate lineariza-
tion of system (33) with ui = 0, we need to adjust (A.1) as

z = x −
k∑

i=2

Eixi: (44)

In this case, (A.5) is still valid (here s6 k), and (A.4) will
become

ż = Az + 0(‖x‖k+1): (45)

We say a transformation is NR-k-type transformation, if
it is almost the same as NR-type transformation except the
non-resonant condition, which is replaced by the kth degree
non-resonance.

Theorem 4.6. System (1) is kth degree single-input
approximate state feedback linearizable, i0 there exist
an NR-k-type transformation and a constant vector b of
non-zero component such that

b∈ Span

{(
I −

k∑
i=2

Ei7i−1xi−1

)
gj | ∀j

}

+0(‖x‖k): (46)

5. An illustrative example

We use the following example to demonstrate the lin-
earizing process.

Example 5.1. Find a 4th degree approximate state feedback
linearization of the following control system:


ẋ1

ẋ2

ẋ3


=




−4 sin x1 − 2
3
x31 + 5x22 + 6x32

−5x2 − 3x23

−6x3




+




0

6(1 + x3)

7


 u1 +




1

0

0


 u2: (47)
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Using Taylor series expansion, we express (47) as

ẋ=




−4 0 0

0 −5 0

0 0 −6


 x +




5x22

−3x23

0


+




6x32

0

0




+0(‖x‖5) +




0

6 + 6x3

7


 u1 +




1

0

0


 u2: (48)

It is easy to calculate that

L2 = (5x22 ; −3x23 ; 0)
T;

E2x2 = ad−1
Ax (L2) =

(
−5
6
x22 ;

3
7
x23 ; 0

)T
;

L3 = (6x32 − 5x2x23 ; 0; 0)
T;

E3x3 = ad−1
Ax (L3) =

(
− 6
11

x32 +
5
13

x2x23 ; 0; 0
)T

:

So we get the desired coordinate transformation as
follows:

z = x −




−5
6
x22 −

6
11

x32 +
5
13

x2x23

3
7
x23

0


 ; (49)

under which system (47) is expressed as

ż =




−4 0 0

0 −5 0

0 0 −6


 z + 0(‖x‖5)

+




h(x) 1

6 0

7 0



(
u1

u2

)
; (50)

where h(x)=(6+6x3)( 53x2+
18
11x

2
2− 5

13x
2
3)− 70

13x2x3. Because


1

6

7


=




h(x)

6

7


× 1 +




1

0

0


× (−h(x) + 1);

Theorem 4.6 assures that the system is 4th degree approxi-
mate state feedback linearizable.

Choosing state feedback(
u1

u2

)
=

(
1

−h(x) + 1

)
v (51)

and substituting it into (50), we get

z =




−4 0 0

0 −5 0

0 0 −6


 z + 0(‖x‖5) +




1

6

7


 v; (52)

which is the desired 4th degree approximate state feedback
linearization of system (47).

6. Conclusion

In this paper, non-regular state feedback (approximate)
linearization was investigated by using the normal form
theory. First, we proposed a new canonical form for
non-regular feedback linear control systems. Based on it, a
set of recursive conditions were obtained for the lineariza-
tion. Then we introduced the left semi-tensor product of
matrices and developed some properties. Implementing it a
formula was obtained to realize Poincare’s formal change of
coordinates. In light of this result, certain conditions were
revealed for the non-regular state feedback (approximate)
linearization.

Appendix A.

A.1. Proof of Proposition 3.11

Let X ∈Rp; Y ∈Rq and Z ∈Rr be column vectors. By
de@nition it is easy to see that for any two column vectors

X n Y = X ⊗ Y:

It follows from Proposition 3.9 that

(Ip ⊗W[q; r])(X n Y n Z) = (Ip ⊗W[q; r])(X ⊗ (Y n Z))

= X ⊗ (W[q; r]Y n Z)

= X ⊗ (Z n Y ) = X n Z n Y:

Similarly,

(W[p;r] ⊗ Iq)(X n Z n Y ) = Z n X n Y:

It follows that for any X ∈Rp; Y ∈Rq and Z ∈Rr we have

W[pq;r](X n Y n Z) = (W[p;r] ⊗ Iq)

(Ip ⊗W[q; r])(X n Y n Z) = Z n X n Y: (A.1)
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Note that {X n Y n Z |X ∈Rp; Y ∈Rq; and Z ∈Rr} is not
a vector space, but it contains a basis of Rp+q+r , which is
generated by 4i n 4j n 4k . So (A.1) implies (28).

A.2. Proof of Proposition 3.14

We sketch the proof in several steps. First lemma follows
from a straightforward computation.

Lemma A.1. For conventional matrix product A(x)B(x)
we have

D(A(x)B(x)) = DA(x)n B(x) + A(x)n DB(x): (A.2)

Lemma A.2. Let A(x)∈Mp×q, with x∈Rn. Then

D(A⊗ Ik) = (DA⊗ Ik)(Iq ⊗W[k;n]): (A.3)

Proof. It is easy to verify that bothD(A(x)⊗Ik) andDA⊗Ik
can be split into p × q blocks. Denote them by D(A(x) ⊗
Ik) = E(x) = {Eij(x)} and DA(x) ⊗ Ik = F(x) = {Fij(x)}
respectively. Then

Eij(x) = D(aij(x)Ik); Fij(x) = daij(x)⊗ Ik :

A straightforward computation shows that if we index the
columns of Fij(x) by (ij) in the order of i− j, that is, j goes
from 1 to k @rst then i goes from 1 to n. Precisely, the order
is (11; 12; : : : ; 1; k; : : : ; n1; n2; : : : ; n; k), while Eij consists
of the same columns only in order of j − i. According to
Proposition 3.9, Eij = FijW[k;n]. Now set

W = diag


W[k;n]; : : : ; W[k;n]︸ ︷︷ ︸

q


 ;

then E = FW . (A.3) follows.

Lemma A.3. Let A(x)∈Mp×q and B(x)∈Mtq×s, where
x∈Rn. Then

D(A(x)n B(x))

=DA(x)n (Iq ⊗W[t; n])n B(x) + An DB(x): (A.4)

Proof. Using Proposition 3.5, A(x)nB(x)=(A(x)⊗It)B(x).
Using Lemmas A.2 and A.3, we have

D(A(x)n B(x)) =D[(A(x)⊗ It)B(x)]

= (DA⊗ It)(Iq ⊗W[t; n])n B(x)

+A(x)n DB(x):

Then (A.4) follows.

Lemma A.4.

D(xk) =
k−1∑
i=1

xi−1W[nk−i ; n]x
k−i + xk−1 ⊗ In; k¿ 2: (A.5)

Proof. We prove it by mathematical induction. It is clear
that

Dx = In:

Using Lemma A.3, we have

D(x2) =Dxn (1⊗W[n])n x + xn In

= InnW[n]n x + (x ⊗ In)In =W[n]n x + x ⊗ In:

Assume (A.5) holds for k. Using Lemma A.3 again, we have

D(x ⊗ Ink ) = (In ⊗ Ink )(1⊗W[nk ;n]) =W[nk ;n]:

Then

D(xk+1) =D[(x ⊗ Ink )x
k ]

=D(x ⊗ Ink )x
k + (x ⊗ Ink )D(x

k)

=W[nk ;n]x
k + (x ⊗ Ink )(W[nk−1 ; n]x

k−1

+ xW[nk−2 ; n]x
k−2 + · · ·+ xk−1 ⊗ In)

=W[nk ;n]x
k + xW[nk−1 ; n]x

k−1 + · · ·+ xk ⊗ In:

Lemma A.5.

xpW[ns;n] = (Inp ⊗W[ns;n])xp: (A.6)

Proof. Using Proposition 3.7, the result follows.

Proof of Proposition 4.13. Using (A.6) to each term of
(A.5), Eq. (30) follows immediately.
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