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Performance Output Tracking for
Multidimensional Heat Equation

Subject to Unmatched Disturbance
and Noncollocated Control

Hua-Cheng Zhou , Member, IEEE, Bao-Zhu Guo , Senior Member, IEEE, and Shu-Huang Xiang

Abstract—This paper investigates performance output
tracking for a boundary controlled multidimensional heat
equation. It is assumed that the so-called total disturbance
(which is composed of internal possibly nonlinear uncer-
tainty and external disturbance) the equation is subject to is
on one part of the boundary, and that the control is applied
on the rest of the boundary. Using only partial boundary
measurement, we first propose an extended state observer
to estimate both system state and the total disturbance. This
allows us to design a servomechanism and then an output
feedback controller.Under the condition that both the refer-
ence signal and the disturbance vanish or belong to spaces
H1 (0, ∞; L1 (Γ1)) and L2 (0, ∞; L2 (Γ0)), respectively. We
show that the over-all control strategy achieves three objec-
tives on the system performance: first, exponentially output
tracking for arbitrary given reference signal; second, uni-
formly boundedness of all internal signals; and, third, the
internal asymptotic stability of the closed-loop system. In
addition, the control strategy turns out to be robust to the
measurement noise. We provide numerical experiments to
illustrate the effectiveness of the proposed control strategy.

Index Terms—Active disturbance rejection control
(ADRC), disturbance rejection, heat equation, output track-
ing.
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I. INTRODUCTION

OUTPUT tracking is one of the fundamental issues in con-
trol theory. In many situations, output tracking is the only

major concern for a control system. For this purpose, it is also
required that all loops are uniformly bounded and the system is
internally asymptotically stable. The problem of output tracking
has been studied systematically for lumped parameter systems
under the title of output regulation with modeled disturbance
since from [2], [3], and [6]. Part of the results (notably the
internal model principle) have been generalized to the infinite-
dimensional systems, see, for instance, [1], [4], [5], [16], [21],
[25]–[27], among many others. In these output regulation re-
sults, the reference signal and disturbance are limited to out-
puts generated by exosystems. And in the case of finite number
of harmonic signals, it is also required that the frequencies are
known or determined a priori. This requirement seems quite nat-
ural in the sense that for nonminimal phase systems, arbitrary
reference tracking is not possible unless noncausal feedback
is used. Several surveys dedicates to the frequencies estima-
tion [19] where the order of parameter update law is set to be
the same as the number of frequencies. A first attempt on han-
dling infinite-dimensional signal is [15] where general periodic
signals that has infinitely many frequencies were considered. A
recent interesting work is [22] where the output tracking prob-
lem was considered for a general 2 × 2 system of first-order
linear hyperbolic partial differential equations (PDEs), though
no uncertainty or disturbance were taken into consideration. To
the best of our knowledge, very few work considered general
disturbance rejection in the context of output tracking for PDEs.
In [32], performance output tracking for a one-dimensional (1-
D) wave equation with a general boundary disturbance was
studied, which has been generalized to include both internal
uncertainty and external disturbance in our recent work [34].
In both [32] and [34], a new control method called active dis-
turbance rejection control (ADRC) has been used in achieving
output tracking. In the ADRC, the disturbance is first estimated
by an extended state observer (ESO) and is then compensated in
the feedback loop. A remarkable characteristic of [32] and [34]
is that the control and disturbance can be unmatched. This is
very different from the stabilization using ADRC, where the
control and disturbance need to be matched [8], [9]. Very re-
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cently, a noncollocated output tracking problem was investi-
gated in [12]–[14] by the adaptive control method, which has
also been used in an early effort in [11]. Note that all these works
are limited to 1-D PDEs only.

In this paper, we solve the performance output tracking prob-
lem with general disturbance and reference for an uncertain
multidimensional heat equation by the ADRC approach. This
is a first fruitful effort on output tracking for multidimensional
PDE with arbitrary given reference signal and general uncer-
tainty including internal uncertainty and external disturbance.
In the same spirit of [7] on stabilization of uncertain PDE via
ADRC, here, we do not use high gain for disturbance estimation
and the output feedback control is shown to be robust to mea-
surement noise. This paper is motivated from a recent paper [17],
which considered a similar problem for 1-D heat equation with
general external disturbance only (without internal uncertainty).
We confine ourselves to the case where the control and the per-
formance output are on the same part of the boundary (another
collocated case).

The system we consider in this paper is described by a mul-
tidimensional heat equation with Neumann boundary control
and unknown noncollocated internal nonlinear uncertainty and
external disturbance

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

wt(x, t) = Δw(x, t), x ∈ Ω, t > 0
∂w (x,t)
∂ν |Γ0 = f(w(·, t)) + d(x, t), t ≥ 0

∂w (x,t)
∂ν |Γ1 = u(x, t), t ≥ 0

w(x, 0) = w0(x)

ym(x, t) = w(x, t)|Γ0 , t ≥ 0

yo(x, t) = w(x, t)|Γ1 , t ≥ 0

(1)

where we denote byw′(x, t) orwx(x, t) the derivative ofw(x, t)
with respect to x and ẇ(x, t) orwt(x, t) the derivative ofw(x, t)
with respect to t, and w0(x) the initial state; Ω ⊂ Rn (n ≥ 2)
is an open bounded domain with a smooth C2-boundary Γ =
Γ0 ∪ Γ1 with Γ0 and Γ1 subsets of Γ satisfying int(Γ0) �= ∅,
int(Γ1) �= ∅, Γ0 ∩ Γ1 = ∅; ν is the unit normal vector of Γ
pointing the exterior of Ω. u(x, t) is the control input, ym(x, t)
is the measured output, yo(x, t) is the performance output signal
to be regulated, f : L2(Ω) → L2(Γ0) is a possibly unknown
nonlinear mapping, which represents internal uncertainty.

A typical example is f(w) = γ(x)
∫

Ω w
2(x)dx where γ ∈

L2(Γ0) and w ∈ L2(Ω). By the state for this example, we have
f(w(·, t)) = γ(x)

∫

Ω w
2(x, t)dx, which depends on the value

of the state in the whole spatial domain, explaining why we
call it the “internal uncertainty.” d(x, t) is the unknown external
disturbance, which comes from outside of the system and is
supposed to satisfy d ∈ L∞(0,∞;L2(Γ0)). Note that the left
boundary side ∂w (x,t)

∂ν |Γ0 represents physically the heat flux on
the boundary Γ0 and the d(x, t) may represents physically the
ambient temperature that affects the heat flux from the boundary
Γ0 . For the sake of simplicity, we denote

F (w, t) := f(w(·, t)) + d(x, t) (2)

as the “total disturbance.” System (1) will be discussed in the
usual state space L2(Ω) and the control space U = L2(Γ1).

Let W 1,∞(0,∞;L2(Γ1)) = {φ : φ ∈ L∞(0,∞;L2(Γ1)),
φt ∈ L∞(0,∞;L2(Γ1))}. Our problem can be stated as fol-
lows: For a given reference signal

r ∈W 1,∞(0,∞;L2(Γ1))

design an output feedback control for uncertain system (1) to
reject the external disturbance and achieve output tracking

‖e(·, t)‖L2 (Γ1 ) = ‖yo(·, t) − r(·, t)‖L2 (Γ1 ) → 0 as t→ ∞.
(3)

We proceed as follows. In Section II, we design for system (1)
an ESO, which serves as an unknown input observer. We show
that this ESO gives an asymptotical approximation of the total
disturbance. This spirit of ADRC can be found in many other
papers [8]–[10], [33] on stabilization of PDEs via ADRC ap-
proach. In Section III, we design a servo system in terms of mea-
sured output and state of ESO, which is used to make the state
of the original system track the state of the servo system. This
results in the boundedness of all-loops while achieving output
tracking (a big challenge in output tracking for PDEs). An out-
put feedback control is then designed after compensation of the
disturbance in the performance output. Section IV is devoted to
well posedness and convergence of the closed-loop system. All
mathematical proofs are arranged in Section V. Some numerical
simulations are presented in Section VI to demonstrate the ef-
fectiveness of the proposed control. Some concluding remarks
are given in Section VII. The well posedness of the open-loop
system is presented in the Appendix.

II. EXTENDED STATE OBSERVER

In this section, we design an ESO that can estimate not only
the state w(x, t) of the controlled system (1) but also the total
disturbance F (w, t). This ESO can, thus, serve as a natural
unknown input observer for system (1). The ESO is designed as
follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ŵt(x, t) = Δŵ(x, t), x ∈ Ω, t > 0
ŵ(x, t)|Γ0 = ym(x, t), t ≥ 0
∂ ŵ (x,t)
∂ν |Γ1 = u(x, t), t ≥ 0

ŵ(x, 0) = ŵ0(x)

(4)

where ŵ0 ∈ L2(Ω) is an arbitrary given initial value of (4). It is
seen that system (4) is completely determined by the measured
output ym(x, t) and the control input u(x, t) of system (1). The
well posedness of (4) is presented in the Appendix.

Let w̃(x, t) = ŵ(x, t) − w(x, t) be the error, which is gov-
erned by

⎧
⎪⎨

⎪⎩

w̃t(x, t) = Δw̃(x, t), x ∈ Ω, t > 0
w̃(x, t)|Γ0 = 0, t ≥ 0
∂ w̃ (x,t)
∂ν |Γ1 = 0, t ≥ 0.

(5)

We consider (5) in the state space L2(Ω) as well.
Lemma II.1: For any initial value w̃(·, 0) ∈ L2(Ω), system

(5) admits a unique solution w̃ ∈ C(0,∞;L2(Ω)) such that
‖w̃(·, t)‖L2 (Ω) ≤ e−t‖w̃(·, 0)‖L2 (Ω) . Moreover, for any given
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positive integer m, there exist constants Mm,μ > 0 such that
∥
∥
∥
∥
∂w̃(·, t)
∂ν

∥
∥
∥
∥
L2 (Γ0 )

≤
(
Mm

tm
+Mme

−μt
)

‖w̃(·, 0)‖L2 (Ω) ∀ t > 0

(6)
and

‖w̃(·, t)‖L2 (Γ1 ) ≤
(
Mm

tm
+Mme

−μt
)

‖w̃(·, 0)‖L2 (Ω) ∀ t > 0.

(7)
In addition, for any fixed T > 0, there exist two constants
M0 , μ0 > 0 depending on T such that
∥
∥
∥
∥
∂w̃(·, t)
∂ν

∥
∥
∥
∥
L2 (Γ0 )

≤M0e
−μ0 t‖w̃(·, 0)‖L2 (Ω) ∀ t ≥ T (8)

and

‖w̃(·, t)‖L2 (Γ1 ) ≤M0e
−μ0 t‖w̃(·, 0)‖L2 (Ω) ∀ t ≥ T. (9)

Remark 1: In general, for a function w̃ ∈ L2(Ω), the Sobolev
trace theorem does not imply ∂ w̃ (·)

∂ν ∈L2(Γ0) and w̃(·)∈L2(Γ0),
and thus, ∂ w̃ (·)

∂ν and w̃(·) do not make sense inL2(Γ0). However,
when w̃(·, t) ∈ L2(Ω) is the (weak) solution of (5), it has some
smoothness for t > 0, which leads to ∂ w̃ (·,t)

∂ν ∈ L2(Γ0) and w̃
(·, t) ∈ L2(Γ0) for t > 0 except t = 0 (hidden regularity).
Moreover, the norms L2(Γ0) and L2(Γ1) in (6)–(9) can be
replaced by the stronger norms L∞(Γ0) and L∞(Γ1), respec-
tively. Actually, take m > n. By (27), the Sobolev embedding
theorem, and the trace theorem, we have ‖w̃(·, t)‖L∞(Γ) , ‖∇w̃
(·, t)‖L∞(Γ) ≤ C4‖w̃(·, t)‖H 2m −1 / 2 (Γ) ≤C4C5‖w̃(·, t)‖H 2m (Ω)

for someC4 , C5 > 0. Since Γ = Γ0 ∪ Γ1 and ∂ w̃ (·,t)
∂ν = ∇w̃ · ν,

by (27), we have furthermore that
∥
∥
∥
∥
∂w̃(·, t)
∂ν

∥
∥
∥
∥
L∞(Γ0 )

≤
(
Mm

tm
+Mme

−μt
)

‖w̃(·, 0)‖L2 (Ω) ∀ t > 0

and

‖w̃(·, t)‖L∞(Γ1 ) ≤
(
Mm

tm
+Mme

−μt
)

‖w̃(·, 0)‖L2 (Ω) ∀ t > 0.

From Lemma II.1, system (4) can be regarded as an unknown
input observer of system (1), and from the fact

∂w̃(·, t)
∂ν

=
∂ŵ(·, t)
∂ν

− ∂w(·, t)
∂ν

=
∂ŵ(·, t)
∂ν

− F (w, t)

(6) and (8), we have, for sufficient large t, that

∂ŵ(x, t)
∂ν

|Γ0 ≈ F (w, t).

Therefore, ∂ ŵ (x,t)
∂ν |Γ0 is an asymptotical estimation of the total

disturbance F (w, t). In other words, system (4) is an ESO for
system (1).

III. SERVOMECHANISM

In this section, we design the following servomechanism
for system (1) in terms of the reference signal r(x, t) and the

boundary values of ESO (4)
⎧
⎪⎨

⎪⎩

vt(x, t) = Δv(x, t), x ∈ Ω, t > 0
∂v (x,t)
∂ν |Γ0 = −c0(v(x, t) − ŵ(x, t))|Γ0 + ∂ ŵ (x,t)

∂ν |Γ0

v(x, t)|Γ1 = r(x, t), t ≥ 0

(10)

where c0 > 0 is a tuning design parameter. It is seen that sys-
tem (10) is completely determined by the measured output of
system (1), the output of ESO (4), and the reference signal r(x, t)
only. The term ∂ ŵ (x,t)

∂ν |Γ0 in (10) is used as a compensation to
the total disturbance F (w, t) in the original system (1). Design
of system (10) is motivated by the facts: 1) it enables us to find
an output feedback control law that allows its perfect tracking
by ESO (4); and 2) once ESO (4) converges asymptotically (or
exponentially) to servo system (10), then, by

e(x, t) = yo(x, t) − r(x, t) = w(x, t)|Γ1 − v(x, t)|Γ1

= [w(x, t)|Γ1 − ŵ(x, t)|Γ1 ] + [ŵ(x, t)|Γ1 − v(x, t)|Γ1 ]

we can expect that ‖e(·, t)‖L2 (Γ1 ) converges to zero as t→
∞ because both [w(x, t)|Γ1 − ŵ(x, t)|Γ1 ] and [ŵ(x, t)|Γ1 −
v(x, t)|Γ1 ] are expected to converge to zero on L2(Γ1). Fur-
thermore, we can show that system (10) is uniformly bounded
for all time t ≥ 0, which guarantees in turn the uniform bound-
edness of ESO (4) and, hence, (1). The last point is crucial in
output regulation for PDEs.

Let ε(x, t) = v(x, t) − ŵ(x, t) be the error between the state
ŵ(x, t) of ESO (4) and the state of servo system (10). Then,
ε(x, t) is governed by

⎧
⎪⎪⎨

⎪⎪⎩

εt(x, t) = Δε(x, t), x ∈ Ω, t > 0
∂ε(x,t)
∂ν |Γ0 = −c0ε(x, t)|Γ0 , t ≥ 0

∂ε(x,t)
∂ν |Γ1 = ∂v (x,t)

∂ν |Γ1 − u(x, t), t ≥ 0.

(11)

We propose the following output feedback control law

u(x, t) =
∂v(x, t)
∂ν

|Γ1 (12)

under which, the resulting closed loop of (11) becomes
⎧
⎪⎪⎨

⎪⎪⎩

εt(x, t) = Δε(x, t), x ∈ Ω, t > 0
∂ε(x,t)
∂ν |Γ0 = −c0ε(x, t)|Γ0 , t ≥ 0

∂ε(x,t)
∂ν |Γ1 = 0, t ≥ 0.

(13)

Lemma III.1: For any initial value ε(·, 0) ∈ L2(Ω), sys-
tem (13) admits a unique solution ε ∈ C(0,∞;L2(Ω)) and
there exist two constants M,μ > 0 such that ‖ε(·, t)‖L2 (Ω) ≤
Me−μt‖ε(·, 0)‖L2 (Ω) and ε ∈ L2(0,∞;L2(Γ0)). Moreover, for
any given positive integer m, there exists a constant Lm > 0
such that

‖ε(·, t)‖L2 (Γ1 ) ≤
(
Lm
tm

+ Lme
−μt

)

‖ε(·, 0)‖L2 (Ω) ∀ t > 0.

(14)
In addition, for any fixed T > 0, there exist two constants
M̃, μ̃ > 0 depending on T such that

‖ε(·, t)‖L2 (Γ1 ) ≤ M̃e−μ̃t‖ε(·, 0)‖L2 (Ω) ∀ t ≥ T. (15)
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In the rest of this section, we show that the solution of system
(10) is uniformly bounded for all time t ≥ 0. To this end, we
separate system (10) into two subsystems p and q, which are
described, respectively, by

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

pt(x, t) = Δp(x, t), x ∈ Ω, t > 0
∂p(x,t)
∂ν |Γ0 = −c0ε(x, t)|Γ0 + ∂ w̃ (x,t)

∂ν |Γ0

+ F (p+ q − ε− w̃, t), t ≥ 0

p(x, t)|Γ1 = 0, t ≥ 0

(16)

and

⎧
⎪⎨

⎪⎩

qt(x, t) = Δq(x, t), x ∈ Ω, t > 0
∂q(x,t)
∂ν |Γ0 = 0, t ≥ 0

q(x, t)|Γ1 = r(x, t), t ≥ 0.

(17)

Clearly, the relation among the solution of (10) and the solutions
of (16) and (17) is v(x, t) = p(x, t) + q(x, t) and system (17)
is independent of system (16).

Lemma III.2: Suppose that r∈W 1,∞(0,∞;L2(Γ1)). Then,
for any initial value q(·, 0)) ∈ L2(Ω), system (17) ad-
mits a unique solution q ∈ C(0,∞;L2(Ω)), which is uni-
formly bounded for all t ≥ 0, i.e, supt≥0 ‖q(·, t)‖L2 (Ω) <
∞. Moreover, limt→∞ ‖q(·, t)‖L2 (Ω) = 0 whenever r ∈
H1(0,∞;L2(Γ1)).

Now, we claim that system (16) is uniformly bounded for all
time t ≥ 0. To this end, we consider the coupled systems, which
are composed of (16) and (5) as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w̃t(x, t) = Δw̃(x, t), x ∈ Ω, t > 0

w̃(x, t)|Γ0 = 0, ∂ w̃ (x,t)
∂ν |Γ1 = 0, t ≥ 0

pt(x, t) = Δp(x, t), x ∈ Ω, t > 0
∂p(x,t)
∂ν |Γ0 = −c0ε(x, t)|Γ0 + ∂ w̃ (x,t)

∂ν |Γ0

+ F (p+ q − ε− w̃, t), t ≥ 0

p(x, t)|Γ1 = 0, t ≥ 0.

(18)

Let us consider system (18) in the energy Hilbert state space
[L2(Ω)]2 with the usual inner product. System (18) can be
rewritten as an evolution equation in [L2(Ω)]2

d

dt
(w̃(·, t), p(·, t)) = A(w̃(·, t), p(·, t))

+ B[F (p+ q − ε− w̃, t) − c0ε(x, t)]
(19)

where B = (0, δ|Γ0 ) with δ|Γ0 being the Dirac function and the
operator A is given by

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A(φ, ψ) = (Δφ,Δψ) ∀ (φ, ψ) ∈ D(A)

D(A) =
{

(φ, ψ) ∈ H2(Ω) : φ|Γ0 = 0, ∂φ
∂ν |Γ1 = 0

∂ψ
∂ν |Γ0 = ∂φ

∂ν |Γ0 , ψ|Γ1 = 0
}

.

(20)

It is readily found that B∗(φ, ψ) = ψ|Γ0 for all (φ, ψ) ∈ [H1

(Ω)]2 and

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A∗(φ, ψ) = (Δφ,Δψ) ∀ (φ, ψ) ∈ D(A∗)

D(A∗) =
{

(φ, ψ) ∈ H2(Ω) : φ|Γ0 = −ψ|Γ0

∂φ
∂ν |Γ1 = 0, ∂ψ

∂ν |Γ0 = 0, ψ|Γ1 = 0
}

.

(21)

Lemma III.3: The operator A given by (20) generates an ex-
ponentially stableC0-semigroup eAt . Moreover, B is admissible
for eAt .

Now we give the existence and boundedness of the solution
to (16).

Lemma III.4: Suppose that r ∈W 1,∞(0,∞;L2(Γ1)), d ∈
L∞(0,+∞;L2(Γ0)), f : L2(Ω) → L2(Γ0) is continuous,
bounded, and satisfies the local Lipschitz condition in L2(Ω).
Let ε(x, t) be the solution of (13). Then, for any initial value
q(·, 0)∈L2(Ω), system (16) admits a unique solution p(·, t)∈ C
(0,∞;L2(Ω)), which is uniformly bounded for all t ≥ 0, i.e,
supt≥0 ‖p(·, t)‖L2 (Ω)<∞. Moreover, limt→∞ ‖p(·, t)‖L2 (Ω)
= 0 whenever f ≡ 0 and d ∈ L2(0,∞;L2(Γ0)).

Next we state the well posedness and boundedness of servo
system (10).

Lemma III.5: Suppose that r ∈W 1,∞(0,∞;L2(Γ1)), d ∈
L∞(0,+∞;L2(Γ0)), f : L2(Ω) → L2(Γ0) is continuous,
bounded, and satisfies the local Lipschitz condition in L2(Ω),
and ∂ ŵ (x,t)

∂ν |Γ0 is determined by (4). Then, for any initial value
v(·, 0) ∈ L2(Ω), system (10) admits a unique solution v ∈ C(0,
∞;L2(Ω)), which is uniformly bounded for all t ≥ 0, i.e.,
supt≥0 ‖v(·, t)‖L2 (Ω)< +∞. Moreover, limt→∞ ‖v(·, t)‖L2 (Ω)
= 0 whenever f ≡ 0, d ∈ L2(0,∞;L2(Γ0)), and r ∈ H1(0,
∞;L2(Γ0)).

IV. CLOSED-LOOP SYSTEM

In this section, we establish the well posedness and perfor-
mance output tracking of the closed-loop system of (1). Under
the control law (12), the closed-loop system is composed of (1),
(4), and (10) as follows:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

wt(x, t) = Δw(x, t), x ∈ Ω, t > 0
∂w (x,t)
∂ν |Γ0 = f(w(·, t)) + d(x, t), t ≥ 0

∂w (x,t)
∂ν |Γ1 = ∂v (x,t)

∂ν |Γ1 , t ≥ 0

ŵt(x, t) = Δŵ(x, t), x ∈ Ω, t > 0

ŵ(x, t)|Γ0 = ym(x, t), t ≥ 0
∂ ŵ (x,t)
∂ν |Γ1 = ∂v (x,t)

∂ν |Γ1 , t ≥ 0

vt(x, t) = Δv(x, t), x ∈ Ω, t > 0
∂v (x,t)
∂ν |Γ0 = −c0(v(x, t) − ŵ(x, t))|Γ0

+ ∂ ŵ (x,t)
∂ν |Γ0

v(x, t)|Γ1 = r(x, t), t ≥ 0.

(22)

We consider system (22) in the state space [L2(Ω)]3 with the
usual inner product.

Authorized licensed use limited to: CAS Academy of Mathematics & Systems Science. Downloaded on April 27,2020 at 10:17:03 UTC from IEEE Xplore.  Restrictions apply. 



1944 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 65, NO. 5, MAY 2020

Theorem IV.1: Let c0 > 0. Suppose that d ∈ L∞(0,+∞;
L2(Γ0)), r ∈W 1,∞(0,∞;L2(Γ1)), and f : L2(Ω) → L2(Γ0)
is continuous, bounded, and satisfies the local Lipschitz con-
dition in L2(Ω). Then, for any initial value (w(·, 0), ŵ(·, 0),
v(·, 0)) ∈ [L2(Ω)]3 , the closed-loop system (22) admits a
unique solution (w, ŵ, v) ∈ C(0,∞; [L2(Ω)]3), which has the
following properties:

i)

sup
t≥0

(∫

Ω
[w2(x, t) + ŵ2(x, t) + v2(x, t)]dx

)

< +∞.

ii) There exist two constants ML , which depends on the
initial value (w(·, 0), ŵ(·, 0)) only and μL > 0, which is
independent of initial value, such that

∫

Ω
[ŵ(x, t) − w(x, t)]2dx ≤MLe

−μL t ∀ t ≥ 0.

iii) For any given positive integerm, there exist two constants
Mp, μp > 0 such that

‖e(·, t)‖L2 (Γ1 ) = ‖yo(·, t) − r(·, t)‖L2 (Γ1 )

≤ Mp

tm
+Mpe

−μp t ∀ t > 0

and for any fixed T > 0, there exist two constants M ′

which depends on initial value (w(·, 0), ŵ(·, 0), v(·, 0))
only, and μ′ > 0 which is independent of initial value,
such that

‖e(·, t)‖L2 (Γ1 ) = ‖yo(·, t) − r(·, t)‖L2 (Γ1 )

≤M ′e−μ
′t ∀ t ≥ T

where Mp and M ′ depend on the initial value (w(·, 0),
ŵ(·, 0), v(·, 0)).

iv) When f ≡ 0, d ∈ L2(0,∞;L2(Γ0)), r ∈ H1(0,∞;L2

(Γ1)), system (22) is internally asymptotically stable:

lim
t→∞

(∫

Ω
[w2(x, t) + ŵ2(x, t) + v2(x, t)]dx

)

= 0.

v) When f ≡ 0, d ≡ 0, and r ≡ 0, system (22) is internally
exponentially stable, i.e., there exists two constants M ′′,
which depends on initial value only and μ′′ > 0, which is
independent of initial value, such that

∫

Ω
[w2(x, t) + ŵ2(x, t) + v2(x, t)]dx ≤M ′′e−μ

′′t .

Remark 2: From Remark 1, it is seen that the norm L2(Γ1)
in (iii) of Theorem IV.1 can be replaced by the stronger norm
L∞(Γ1).

Remark 3: From Lemmas II.1 and III.1, and the fact w̃(x, t)
= ŵ(x, t) − w(x, t), ε(x, t) = v(x, t) − ŵ(x, t), in the closed-
loop system (22), both the ŵ-part and the v-part are regarded
as the state observer of (1). However, their roles are different in
that the ŵ-part is used to estimate the total disturbance whereas
the v-part is used to be a servo system, which is essentially a
duplicate of the original system.

We point out that in Theorem IV.1, the boundary (surface)
temperature measurement ym(x, t) = w(x, t)|Γ0 is assumed to
be error-free, which is a (part) boundary spatially distributed
noise-free measurement. Note that the surface temperature mea-
surement which in today’s industrial environment encompasses
a wide variety of needs and applications. To meet this wide ar-
ray of needs, the process controls industry has developed a large
number of sensors and devices to handle this demand. Actually,
there are a wide variety of temperature measurement probes
in use today, which include thermometers (such as thermome-
ters), temperature probe (such as thermocouples), and noncon-
tact temperature sensor (such as optical devices). For instance,
the surface temperature of a concrete wall can be measured by
inserting half of a thermocouple into the wall, which is proba-
bly the most-often-used and least-understood of the temperature
measuring device.

The temperature measurement error is often unavoidable.
When the measurement is corrupted by noise, we write ym
(x, t) = w(x, t)|Γ0 by ym(x, t) = w(x, t)|Γ0 + σ(x, t) with the
noise σ ∈W 2,∞(0,∞;L2(Γ0))). Here, we denote W 2,∞(0,
∞;L2(Γ0)) := {φ : φ ∈ L∞(0,∞;L2(Γ0)), φt ∈ L∞(0,∞;
L2(Γ0)), φtt ∈ L∞(0,∞;L2(Γ0))} with the norm given by
‖φ‖W 2 ,∞(0,∞;L2 (Γ0)) =‖φ‖L∞(0,∞;L2 (Γ0)) +‖φt‖L∞(0,∞;L2 (Γ0))
+ ‖φtt‖L∞(0,∞;L2 (Γ0 )) . Then, it turns out that our control is still
working with small tracking error as long as σ(x, t) is small.

Theorem IV.2: Let c0 > 0. Suppose that d ∈ L∞(0,+∞;
L2(Γ0)), r ∈W 1,∞(0,∞;L2(Γ1)), and f : L2(Ω) → L2(Γ0)
is continuous, bounded, and satisfies the local Lipschitz con-
dition in L2(Ω). Suppose that ym(x, t) = w(x, t)|Γ0 + σ(x, t)
with the noise σ ∈W 2,∞(0,∞;L2(Γ0)). Then, for any ini-
tial value (w(·, 0), ŵ(·, 0), v(·, 0)) ∈ [L2(Ω)]3 , the closed-
loop system (22) admits a unique solution (w, ŵ, v) ∈
C(0,∞; [L2(Ω)]3). Moreover, the output tracking is robust with
respect to σ in the sense that for any fixed T > 0, there exist two
constants M1 ,M2 > 0, which depend only on initial value and
T , and μ > 0, which is independent of initial value, such that

‖e(·, t)‖L2 (Γ1 ) = ‖yo(·, t) − r(·, t)‖L2 (Γ1 )

≤M1e
−μt +M2‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) ∀ t ≥ T. (23)

V. PROOF OF MAIN RESULTS

Proof of Lemma II.1 LetA = Δ be the usual Laplacian with
D(A) =

{
φ ∈ H2(Ω) : φ|Γ0 = 0, ∂φ

∂ν |Γ1 = 0
}

. It is easy to
verify that −A is a strongly elliptic operator. It follows from
[24, Th. 2.7, Ch. 7] that A generates an analytic semigroup
S(t), which implies that system (5) admits a unique solution
w̃(·, t) = S(t)w̃(·, 0) ∈ C(0,∞;L2(Ω)).

Next, we claim that S(t) is exponentially stable, for which it
suffices to prove that the solution of (5) is exponentially conver-
gent to zero (we consider the real solution only without loss the
generality). Indeed, let

V0(t) =
1
2

∫

Ω
w̃2(x, t)dx.
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Differentiating V (t) along the solution of (5), and using Green’s
formula and Poincare’s inequality yield

V̇0(t) =
∫

Ω
w̃(x, t)Δw̃(x, t)dx = −

∫

Ω
|∇w̃(x, t)|2dx

≤ −
∫

Ω
w̃2(x, t)dx = −2V0(t)

which gives the exponential stability of S(t), i.e.,

‖w̃(x, t)‖L2 (Ω) = ‖S(t)w̃(·, 0)‖L2 (Ω) ≤ e−t‖w̃(·, 0)‖L2 (Ω) .
(24)

Since S(t) is an analytic semigroup, by [24, Corollary 4.4
and Th. 5.2, Ch. 2], for any positive integer m, S(t)w(·, 0) ∈
D(Am ) for all t > 0, and there exists a constant C1 > 0 such
that

‖AS(t)‖ ≤ C1

t
for all t > 0. (25)

Since AmS(t)w̃(·, 0) = (AS(t/m))m w̃(·, 0), by (25), it fol-
lows that

‖Δmw̃(x, t)‖L2 (Ω) = ‖Amw̃(x, t)‖L2 (Ω)

= ‖AmS(t)w̃(·, 0)‖L2 (Ω) = ‖(AS(t/m))m w̃(·, 0)‖L2 (Ω)

≤ ‖AS(t/m)‖m‖w̃(·, 0)‖L2 (Ω)

≤ Cm
1 m

m

tm
‖w̃(·, 0)‖L2 (Ω) . (26)

Since w̃(·, t) ∈ L2(Ω), it follows from (24), (26), and the
Sobolev embedding theorem that w̃(·, t) ∈ H2m (Ω) and there
exist a constant C2 > 0 such that

‖w̃(·, t)‖H 2m (Ω)

≤ C2
[‖Δm w̃(x, t)‖L2 (Ω) + ‖w̃(x, t)‖L2 (Ω)

]

≤
(C2C

m
1 m

m

tm
+ C2Me−μt

)
‖w̃(·, 0)‖L2 (Ω) (27)

with μ = 1. The Sobolev trace theorem implies that
∥
∥
∥
∥
∂w̃(·, t)
∂ν

∥
∥
∥
∥
L2 (Γ0 )

≤ C3‖w̃(·, t)‖H 2m (Ω)

‖w̃(·, t)‖L2 (Γ0 ) ≤ C3‖w̃(·, t)‖H 2m (Ω) (28)

for some constant C3 > 0. Therefore, (6) and (7) follow from
(27) and (28). It remains to show (8) and (9). By (24)

‖Δm w̃(x, t)‖L2 (Ω) = ‖Amw̃(x, t)‖L2 (Ω)

= ‖AmS(t)w̃(·, 0)‖L2 (Ω) =‖S(t− T )AmS(T )w̃(·, 0)‖L2 (Ω)

≤Me−μ(t−T )‖AmS(T )w̃(·, 0)‖L2 (Ω)

which, together with (24), (28), and the Sobolev embedding
theorem, gives (8) and (9). �

Proof of Lemma III.1: Let A0 = Δ be the usual Laplacian
withD(A0) =

{
φ ∈ H2(Ω) : ∂φ

∂ν |Γ0 = −c0φ|Γ0 ,
∂φ
∂ν |Γ1 = 0

}
.

It is easy to verify that −A0 is a strongly elliptic operator. It
follows from [24, Th. 2.7, Ch. 7] that A0 generates an analytic
semigroup S0(t), which implies that system (5) admits a unique
solution ε(·, t) = S0(t)ε(·, 0) ∈ C(0,∞;L2(Ω)).

Next, we claim that S0(t) is exponentially stable for which
it suffices to prove that the solution of (13) is exponentially
convergent to zero. Indeed, let (again we only consider the real
solution without loss of generality)

V1(t) =
1
2

∫

Ω
ε2(x, t)dx.

Differentiating V (t) along the solution of (5) and using Green’s
formula yield

V̇1(t) =
∫

Ω
ε(x, t)Δε(x, t)dx

= −c0
∫

Γ0

|ε(x, t)|2dx−
∫

Ω
|∇ε(x, t)|2dx. (29)

Since

‖φ‖2
0 = c0

∫

Γ0

|φ(x)|2dx+
∫

Ω
|∇φ(x)|2dx

and

‖φ‖2 =
∫

Ω
|φ(x)|2dx+

∫

Ω
|∇φ(x)|2dx

are two equivalent norms on H1(Ω), there exists a constant
C∗ > 0 such that

C∗
∫

Ω
[|ε(x, t)|2 + |∇ε(x, t)|2 ]dx

≤ c0

∫

Γ0

|ε(x, t)|2dx+
∫

Ω
|∇ε(x, t)|2dx. (30)

It follows from (29) and (30) that

V̇1(t) ≤ −C∗
∫

Ω
[|ε(x, t)|2 + |∇ε(x, t)|2 ]dx

≤ −C∗
∫

Ω
ε2(x, t)dx = −2C∗V1(t)

which gives the exponential stability of S0(t), i.e.,

‖ε(x, t)‖L2 (Ω) = ‖S0(t)ε(·, 0)‖ ≤Me−μt‖ε(·, 0)‖L2 (Ω)
(31)

with M = 1, μ = C∗. From (29) and (31), we obtain

c0

∫ ∞

0

∫

Γ0

ε2(x, t)dx ≤ V1(0) − V1(t) ≤ V1(0)

which gives ε(·, t) ∈ L2(0,∞;L2(Γ0)). The rest of the proof is
exactly the same as the proof of Lemma II.1. We thus omit the
details. �

Proof of Lemma III.2: In order to prove this lemma, we first
introduce the Dirichlet map Υ ∈ L (Hs(Γ1),H1/2+s(Ω)) ([20,
pp. 188–189]), i.e., Υ(r) = z if and only if

{
Δz = 0 in Ω
∂z
∂ν

∣
∣
Γ0

= 0, z|Γ1 = r.
(32)

Since r ∈W 1,∞(0,∞;L2(Γ1)), it is obvious that z ∈W 1,∞(0,
∞;H1/2(Ω)) and

‖z(·, t)‖H 1 / 2 (Ω) ≤ Cq‖r(·, t)‖L2 (Γ1 )

‖zt(·, t)‖H 1 / 2 (Ω) ≤ Cq‖rt(·, t)‖L2 (Γ1 ) (33)
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for some constant Cq > 0. By the Sobolev embedding theorem,
there exists a constant Cp > 0 such that

‖zt(·, t)‖L2 (Ω) = ‖zt(·, t)‖H 0 (Ω) ≤ Cp‖zt(·, t)‖H 1 / 2 (Ω)

≤ CqCp‖rt(·, t)‖L2 (Γ1 ) . (34)

Using the Dirichlet map (32) and letting q̂(x, t) = q(x, t) −
z(x, t), we can verify from (17) that q̂(x, t) is governed by

⎧
⎪⎨

⎪⎩

q̂t(x, t) = Δq̂(x, t) − zt(x, t), x ∈ Ω, t > 0
∂ q̂(x,t)
∂ν |Γ0 = 0, t ≥ 0

q̂(x, t)|Γ1 = 0, t ≥ 0.

(35)

System (35) is then written as

d

dt
q̂(·, t) = A1 q̂(·, t) +B1zt(·, t) (36)

where B1 = −I and the operator A1 is given by
{
A1φ = Δφ ∀ φ ∈ D(A1)
D(A1) =

{
φ ∈ H2(Ω)| ∂φ∂ν |Γ0 = 0, φ|Γ1 = 0

}
.

(37)

It is well known that A1 generates an exponentially stable
C0-semigroup eA 1 t , which, together with (34), r ∈W 1,∞(0,
∞;L2(Γ1)), and [34, Lemma 1.1] implies that system (36) ad-
mits a unique solution that is uniformly bounded for all t ≥ 0.
In particular when r ∈ H1(0,∞;L2(Γ1)), by [34, Lemma 1.1],
limt→∞ ‖q(·, t)‖L2 (Ω) = 0. �

Proof of Lemma III.3: We first show the first assertion. For
this purpose, we define a new inner product in [L2(Ω)]2

〈(φ1 , ψ1)�, (φ2 , ψ2)�〉∗

=
∫

Ω

[

φ1(x)φ2(x) + ψ1(x)ψ2(x)

− 1
2
Re(φ1(x)ψ2(x) + φ2(x)ψ1(x))

]

dx

for (φi, ψi)� ∈ [L2(Ω)]2 , i = 1, 2. The induced norm is given
by

‖(φ, ψ)‖2
∗ =

∫

Ω

[|φ(x)|2 + |ψ(x)|2 − Re(φ(x)ψ(x))
]
dx

(38)
for all (φ, ψ) ∈ [L2(Ω)]2 . Since |Re(φ(x)ψ(x))|≤|φ(x)|2/2 +
|ψ(x)|2/2, it follows that

1
2
‖(φ, ψ)‖2

≤
∫

Ω

[|φ(x)|2 + |ψ(x)|2 − Re(φ(x)ψ(x))
]
dx

≤ 3
2
‖(φ, ψ)‖2 (39)

which implies that (38) is well-defined and is equivalent to the
original norm. For any (φ, ψ) ∈ D(A), by Green’s formula,

Poincare’s inequality, and (39), we have

Re〈A(φ, ψ), (φ, ψ)〉∗

= Re
(∫

Ω
Δφ(x)φ(x) + Δψ(x)ψ(x) − Δφ(x)ψ(x)]dx

)

= −
∫

Ω
|∇φ(x)|2dx−

∫

Ω
|∇ψ(x)|2dx

− Re
∫

Ω
∇φ(x) · ∇ψdx

≤ −1
2

∫

Ω
|∇φ(x)|2dx− 1

2

∫

Ω
|∇ψ(x)|2dx

≤ −1
2

∫

Ω
|φ(x)|2dx− 1

2

∫

Ω
|ψ(x)|2dx

≤ −‖(φ, ψ)‖2
∗/3. (40)

This shows that A + I/3 is dissipative in [L2(Ω)]2 . Now we
show that A−1 ∈ L ([L2(Ω)]2). Solve the equation

A(φ, ψ) = (Δφ,Δψ) = (φ̂, ψ̂) ∈ [L2(Ω)]2

to obtain
{

Δφ(x) = φ̂(x)

φ|Γ0 = 0, ∂φ
∂ν |Γ1 = 0

(41)

and
{

Δψ(x) = ψ̂(x)
∂ψ
∂ν |Γ0 = ∂φ

∂ν |Γ0 , ψ|Γ1 = 0.
(42)

By the elliptic partial differential equation theory, we know that
(41) admits a unique solution φ ∈ H2(Ω) and there exists a
constant CL > 0 such that

‖φ‖H 2 (Ω) ≤ CL‖φ̂‖L2 (Ω) .

By the trace theorem, ∂φ∂ν ∈ H1/2(Γ0) and there exists a constant
CM > 0 such that

∥
∥
∥
∥
∂φ

∂ν

∥
∥
∥
∥
H 1 / 2 (Γ0 )

≤ CM ‖φ‖H 2 (Ω) .

By the elliptic partial differential equation theory again, equation
(42) admits a unique solution φ ∈ H2(Ω) and there exists a
constant CN > 0 such that

‖ψ‖H 2 (Ω) ≤ CN

[

‖ψ̂‖L2 (Ω) +
∥
∥
∥
∥
∂φ

∂ν

∥
∥
∥
∥
H 1 / 2 (Γ0 )

]

≤ CN

[
‖ψ̂‖L2 (Ω) + C1C2‖φ̂‖L2 (Ω)

]
.

Hence A−1(φ̂, ψ̂) = (φ, ψ). It follows from the Lumer–Phillips
theorem [24, Th. 1.4.3] that A + I/3 generates aC0-semigroup
of contractions e(A+I /3)t on [L2(Ω)]2 , which implies that eAt

is an exponentially stable C0-semigroup on [L2(Ω)]2 .
Next, we show that B is admissible for eAt (see [31]). By [29,

Th. 4.4.3], it suffices to show that B∗ is admissible observation
operator for the adjoint semigroup eA∗t . This amounts to show-
ing that a) B∗A∗−1 is bounded from [L2(Ω)]2 to L2(Γ0), and
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b) for every T∗ > 0, there existsMT∗ > 0 depending on T∗ only
such that the system of the following:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w̃∗
t (x, t) = Δw̃∗(x, t), x ∈ Ω, t > 0

w̃∗(x, t)|Γ0 = −p∗(x, t)|Γ0 ,
∂ w̃ ∗(x,t)

∂ν |Γ1 = 0, t ≥ 0

p∗t (x, t) = Δp∗(x, t), x ∈ Ω, t > 0
∂p∗(x,t)

∂ν |Γ0 = 0, p∗(x, t)|Γ1 = 0, t ≥ 0

w̃∗(x, 0) = w̃∗
0(x), p

∗(x, 0) = p∗0(x), x ∈ Ω

y∗m = p∗(x, t)|Γ0 , t ≥ 0

(43)

satisfies
∫ T∗

0

∫

Γ0

(p∗(x, t))2dxdt ≤MT∗‖(w∗
0 , p

∗
0)‖2

[L2 (Ω)]2 . (44)

According to the first assertion, A generates a C0-semigroup
on [L2(Ω)]2 . Thus, the same is true for A∗. As a result, sys-
tem (43) admits a unique solution (w̃∗, p∗) ∈ C(0,∞; [L2(Ω)]2)
and there exist two constants M̂, μ̂ > 0 such that

∫

Ω
[(w̃∗(x, t))2 + (p∗(x, t))2 ]dx

≤ M̂eμ̂t
∫

Ω
[(w̃∗(x, 0))2 + (p∗(x, 0))2 ]dx. (45)

Define

ρ(t) =
∫

Ω
G(x)w̃∗(x, t)p∗(x, t)dx (46)

where G(x) is the solution of the following PDE
{

ΔG(x) = 0
G|Γ0 = 1, G|Γ1 = 0. (47)

Since 1 ∈ Hn+3/2(Γ0) and 0 ∈ Hn+3/2(Γ1), it follows from
the elliptic partial differential equation theory that (47) has a
unique solutionG ∈ Hn+2(Ω). By the Sobolev embedding the-
orem, G ∈ C1(Ω) and there exists a constant C4 > 0 such that

max{‖G‖L∞(Ω) , ‖∇G‖L∞(Ω)} ≤ C4 . (48)

Thus, (46) is well-defined. Since p∗(x, t)|Γ1 = 0, by Poincare’s
inequality, there exists a constant C5 > 0 such that

∫

Ω
|p∗(x, t)|2 ≤ C5

∫

Ω
|∇p∗(x, t)|2dx. (49)

From the Sobolev embedding theorem and the trace theorem,
there exist constants C6 , C7 > 0 such that
∫

Γ0

(p∗(x, t))2dx ≤ C6‖p∗(·, t)‖2
H 1 / 2 (Γ0 )

≤ C6C7‖p∗(·, t)‖2
H 1 (Ω) = C6C7

∫

Ω
|∇p∗(x, t)|2dx. (50)

Since

‖φ‖2
0 =

∫

Γ0

|φ(x)|2dx+
∫

Ω
|∇φ(x)|2dx

and

‖φ‖2 =
∫

Ω
|φ(x)|2dx+

∫

Ω
|∇φ(x)|2dx

are two equivalent norms on H1(Ω), there exists a constant
C8 > 0 such that

∫

Ω
[|w̃∗(x, t)|2 + |∇w̃∗(x, t)|2 ]dx

≤ C8

∫

Γ0

|w̃∗(x, t)|2dx+ C8

∫

Ω
|∇w̃∗(x, t)|2dx. (51)

By (48)–(51), using the fact that w̃∗(x, t)|Γ0 = p∗(x, t)|Γ0 , we
have

∫

Ω

[ 1
4δ

|∇(G(x)p∗(x, t)|2 + δ|∇(G(x)w̃∗(x, t))|2
]
dx

=
∫

Ω

[
1
4δ

|p∗(x, t)∇G(x) +G(x)∇p∗(x, t)|2

+ δ|w̃∗(x, t)∇G(x) +G(x)∇w̃∗(x, t)|2
]
dx

≤ C2
4

2δ

∫

Ω
[|p∗(x, t)|2 + |∇p∗(x, t)|2 ]dx

+ 2C2
4 δ

∫

Ω
[|w̃∗(x, t)|2 + |∇w̃∗(x, t)|2 ]dx

≤ C2
4 (C5 + 1)

2δ

∫

Ω
|∇p∗(x, t)|2dx+ 2C2

4C8δ

×
∫

Γ0

|p∗(x, t)|2dx+ 2C2
4C8δ

∫

Ω
|∇w̃∗(x, t)|2dx

≤
(
C2

4 (C5 + 1)
2δ

+ 2C2
4C6C7C8δ

)∫

Ω
|∇p∗(x, t)|2dx

+ 2C2
4C8δ

∫

Ω
|∇w̃∗(x, t)|2dx. (52)

By the boundary conditions of (43) and (47), differentiating ρ(t)
along the solution of (43) and using the Green’s formula yield

ρ̇(t) =
∫

Ω
Δw̃∗(x, t)G(x)p∗(x, t)dx

+
∫

Ω
Δp∗(x, t)G(x)w̃∗(x, t)dx

= −
∫

Ω
∇w̃∗(x, t) · ∇(G(x)p∗(x, t))dx

−
∫

Ω
∇p∗(x, t) · ∇(G(x)w̃∗(x, t))dx

+
∫

Γ0 ∪Γ1

∂w̃∗(x, t)
∂ν

G(x)p∗(x, t)dx

+
∫

Γ0 ∪Γ1

∂p∗(x, t)
∂ν

G(x)w̃∗(x, t)dx

= −
∫

Ω
∇w̃∗(x, t) · ∇(G(x)p∗(x, t))dx

−
∫

Ω
∇p∗(x, t) · ∇(G(x)w̃∗(x, t))dx

+
∫

Γ0

∂w̃∗(x, t)
∂ν

p∗(x, t)dx
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≤
∫

Ω

[
δ|∇w̃∗(x, t)|2 +

1
4δ

|∇p∗(x, t)|2
]
dx

+
1
4δ

∫

Ω
|∇(G(x)p∗(x, t)|2dx

+ δ

∫

Ω
|∇(G(x)w̃∗(x, t))|2dx

+
∫

Γ0

∂w̃∗(x, t)
∂ν

p∗(x, t)dx. (53)

In the last step of (53), the inequality ab ≤ δa2 + 1
4δ b

2 was used
and δ was chosen so that

0 < δ <
1

2(2C2
4C8 + 1)

. (54)

Denote

E(t) =:
1
2

∫

Ω
[(w̃∗(x, t))2 + C9(p∗(x, t))2 ]dx (55)

where the constant C9 is chosen so that

C9 >
C2

4 (C5 + 1)
2δ

+ 2C2
4C6C7C8δ +

1
4δ

+ 1. (56)

Differentiating ρ(t) along the solution of (43) gives

Ė(t)

=
∫

Ω
[Δw̃∗(x, t)w̃∗(x, t) + C9Δp∗(x, t)p∗(x, t)]dx

= −
∫

Ω
[|∇w̃∗(x, t)|2 + C9 |∇p∗(x, t)|2 ]dx

+
∫

Γ0

∂w̃∗(x, t)
∂ν

w̃∗(x, t)dx

+ C9

∫

Γ0

∂p∗(x, t)
∂ν

p∗(x, t)dx

+
∫

Γ1

∂w̃∗(x, t)
∂ν

w̃∗(x, t)dx

+ C9

∫

Γ1

∂p∗(x, t)
∂ν

p∗(x, t)dx

= −
∫

Ω
[|∇w̃∗(x, t)|2 + C9 |∇p∗(x, t)|2 ]dx

+
∫

Γ0

∂w̃∗(x, t)
∂ν

w̃∗(x, t)dx. (57)

Let V2(t) = ρ(t) + E(t), where ρ(t) andE(t) are given by (46)
and (55), respectively. SinceC9 > 1, by Cauchy’s inequality and
(48), it follows that

|V2(t)| ≤
(C4

2
+ C9

)∫

Ω
[(w̃∗(x, t))2 + (p∗(x, t))2 ]dx. (58)

Differentiating V2(t) along the solution of (43) and by (53),
(54), (56), and (57), we obtain

V̇2(t)

≤
∫

Ω

[

δ|∇w̃∗(x, t)|2 +
1
4δ

|∇p∗(x, t)|2
]

dx

+
(
C2

4 (C5 + 1)
2δ

+ 2C2
4C6C7C8δ

)∫

Ω
|∇p∗(x, t)|2dx

+
∫

Γ0

∂w̃∗(x, t)
∂ν

p∗(x, t)dx+
∫

Γ0

∂w̃∗(x, t)
∂ν

w̃∗(x, t)dx

−
∫

Ω
[|∇w̃∗(x, t)|2 + C9 |∇p∗(x, t)|2 ]dx

+ 2C2
4C8δ

∫

Ω
|∇w̃∗(x, t)|2dx

≤ −
(

1 − (2C2
4C8 + 1)δ

)∫

Ω
|∇w̃∗(x, t)|2dx

−
(

C9 −
(
C2

4 (C5 + 1)
2δ

+ 2C2
4C6C7C8δ +

1
4δ

))

×
∫

Ω
|∇p∗(x, t)|2dx

≤ −1
2

∫

Ω
|∇w̃∗(x, t)|2dx−

∫

Ω
|∇p∗(x, t)|2dx (59)

which, together with (58) and (45), gives
∫ t

0

∫

Ω
|∇p∗(x, t)|2dxdt ≤ V2(0) − V2(t)

≤
(
C4

2
+ C9

)
(‖(w̃∗(x, t), p∗(x, t))‖2

[L2 (Ω)]2

+ ‖(w̃∗(x, 0), p∗(x, 0))‖2
[L2 (Ω)]2

)

≤
(
C4

2
+ C9

)

M̂(1 + eμ̂t)‖(w̃∗(x, 0), p∗(x, 0))‖2
[L2 (Ω)]2 .

(60)

Combining with (50) and (60), we obtain
∫ t

0

∫

Γ0

(p∗(x, t))2dx ≤ C6C7

(
C4

2
+ C9

)

× M̂(1 + eμ̂t)‖(w̃∗(x, 0), p∗(x, 0))‖2
[L2 (Ω)]2 . (61)

A direct computation shows that

A∗−1(φ̂, ψ̂) = (φ, ψ), B∗A∗−1(φ̂, ψ̂) = ψ|Γ0 (62)

where (φ, ψ) satisfies the following PDEs:
{

Δφ(x) = φ̂(x)

φ|Γ0 = −ψ|Γ0 ,
∂φ
∂ν |Γ1 = 0

(63)

and
{

Δψ(x) = ψ̂(x)
∂ψ
∂ν |Γ0 = 0, ψ|Γ1 = 0.

(64)
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By the elliptic partial differential equation theory, we know that
(64) admits a unique solution ψ ∈ H2(Ω) and that there exists a
constant C10 > 0 such that ‖ψ‖H 2 (Ω) ≤ C10‖ψ̂‖L2 (Ω) . By the
trace theorem, ψ ∈ H3/2(Γ0) and there exists a constant C11 >

0 such that ‖ψ‖H 3 / 2 (Γ0 ) ≤ C11‖ψ‖H 2 (Ω) ≤ C11C12‖ψ̂‖L2 (Ω) .
By the elliptic partial differential equation theory again, we
have that (63) admits a unique solution φ ∈ H2(Ω) and that
there exists a constant C12 > 0 such that

‖φ‖H 2 (Ω) ≤ C12
[‖φ̂‖H 3 / 2 (Γ0 ) + ‖φ̂‖L2 (Ω)

]

≤ C12
[‖C11C12‖ψ̂‖L2 (Ω) + ‖φ̂‖L2 (Ω)

]
.

By the Sobolev embedding theorem and the trace theorem,
H2(Ω) ↪→ L2(Γ0). Since ψ ∈ H2(Ω) and (62), we know that
B∗A∗−1 is bounded from [L2(Ω)]2 to L2(Γ0), which, together
with (61), implies that B is admissible for eAt . �

Proof of Lemma III.4: By Lemma III.3, eAt is exponen-
tially stable and B is admissible for eAt . Note that F =
f(p+ q − ε− w̃, t) + d(x, t) satisfies the local Lipschitz con-
dition with respect to (w̃, p). By the same argument used in [34,
Proposition 1.1], we know that (19) has a global solu-
tion (w̃, p) ∈ C(0,∞; [L2(Ω)]2). Thus, F = f(p+ q − ε−
w̃, t) + d(x, t) makes sense for all t ≥ 0. Since f(·) is bounded
and d ∈ L∞(0, +∞;L2(Γ0)), F ∈ L∞(0, +∞;L2(Γ0)).
Rewrite (19) as

d

dt
(w̃(·, t), p(·, t))=A(w̃(·, t), p(·, t))+ BF (p+ q − ε− w̃, t)

+ B(−c0ε(x, t)). (65)

Since ε(·, t) ∈ L2(0,∞;L2(Γ0)) by virtue of Lemma III.1, it
follows from [34, Lemma 1.1] or [35, Lemma 2.1] that the so-
lution of (65) is uniformly bounded for all t ≥ 0. Next, suppose
f≡0 and d∈L2(0,∞;L2(Γ0)). Then, F ∈L2(0,∞;L2(Γ0))
and by [34, Lemma 1.1] again, we know that limt→∞ ‖(w̃
(·, t), p(·, t))‖[L2 (Ω)]2 = 0. �

Proof of Lemma III.5: Since system (10) can be written as
the sum of p-system (16) and q-system (17), the result follows
immediately from Lemmas III.2 and III.4. �

Proof of Theorem IV.1: Let w̃(x, t) = ŵ(x, t) − w(x, t),
ε(x, t) = v(x, t) − ŵ(x, t). Then, it is readily shown that the
closed-loop system (22) is equivalent to the one following:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w̃t(x, t) = Δw̃(x, t), x ∈ Ω, t > 0

w̃(x, t)|Γ0 = ∂ w̃ (x,t)
∂ν |Γ1 = 0, t ≥ 0

εt(x, t) = Δε(x, t), x ∈ Ω, t > 0
∂ε(x,t)
∂ν |Γ0 = −c0ε(x, t)|Γ0 ,

∂ ε(x,t)
∂ν |Γ1 = 0, t ≥ 0

vt(x, t) = Δv(x, t), x ∈ Ω, t > 0
∂v (x,t)
∂ν |Γ0 = −c0(v(x, t) − ŵ(x, t))|Γ0

+ ∂ ŵ (x,t)
∂ν |Γ0

v(x, t)|Γ1 = r(x, t), t ≥ 0.

(66)

By Lemmas II.1 and III.1, the “(w̃, ε)-part” of (66) has a unique
solution and for any fixed T > 0 and integer m > 0, there exist

six constants M1 ,M2 ,M3 , μ1 , μ2 , μ3 > 0 such that
∫

Ω
[w̃2(x, t) + ε2(x, t)]dx ≤M1e

−μ1 t ∀ t ≥ 0 (67)

∫

Γ1

[w̃2(x, t) + ε2(x, t)]dx ≤ M2

tm
+M2e

−μ2 t ∀ t > 0

(68)
and

∫

Γ1

[w̃2(x, t) + ε2(x, t)]dx ≤M3e
−μ3 t ∀ t ≥ T. (69)

It is seen from Lemmas II.1 and III.1 that M1 , M2 , and
M3 depend on (w̃(·, 0), ε(·, 0)) yet μi, i = 1, 2, 3, do not. By
Lemma III.5, the “v-part” of (66) has a unique solution and
there exists a constant M4 > 0 depending on (v(·, 0), ŵ(·, 0))
such that

∫

Ω
v2(x, t)dx ≤M4 ∀ t ≥ 0. (70)

Note that
⎛

⎝
w(x, t)
ŵ(x, t)
v(x, t)

⎞

⎠ =

⎛

⎝
−I −I I
0 −I I
0 0 I

⎞

⎠

⎛

⎝
w̃(x, t)
ε(x, t)
v(x, t)

⎞

⎠. (71)

The (w(x, t), ŵ(x, t), v(x, t)) is well-defined for all t ≥ 0.
Thus, (22) admits a unique solution. The claim (i) follows from
(67) and (71). The claim (ii) follows from (67). Since e(x, t) =
yo(x, t) − r(x, t) = −w̃(x, t)|Γ1 − ε(x, t)|Γ1 , the claim (iii)
follows from (68) and (69). By the last assertion of Lemma III.5,
(67), (68), and (71), we can see that (iv) holds as well.

Now suppose f ≡ 0, d ≡ 0, and r ≡ 0. Since A1 given by
(37) and A given by (20) generate two exponentially stable
C0-semigroups eA 1 t and eAt , respectively, which are proved in
Lemmas III.2 and III.3, we see that when r ≡ 0, the “v-part” of
(66) is exponentially stable, which, together with (67) and (71),
implies that (v) holds. �

Proof of Theorem IV.2: Let w̃(x, t) = ŵ(x, t) − w(x, t) be
the error, which is governed by

⎧
⎪⎨

⎪⎩

w̃t(x, t) = Δw̃(x, t), x ∈ Ω, t > 0

w̃(x, t)|Γ0 = σ(x, t), t ≥ 0
∂ w̃ (x,t)
∂ν |Γ1 = 0, t ≥ 0.

(72)

Then, ε(x, t) = v(x, t) − ŵ(x, t) satisfies (13). Clearly, the
closed-loop system (22) is equivalent to a coupled system com-
posed of (10), (13), and (72). Since the proof of well posedness
of the closed-loop system is similar to that of Theorem IV.1,
we only prove the robustness of the output tracking. For
this purpose, we introduce a Dirichlet map Υ1 ∈ L (Hs(Γ0),
H1/2+s(Ω)) ([20, pp. 188–189]): Υ1(σ) = z if and only if

{
Δz = 0 in Ω

z|Γ0 = σ, ∂z
∂ν

∣
∣
Γ1

= 0.
(73)
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Since σ ∈W 2,∞(0,∞;L2(Γ0)), it is obvious that z ∈W 2,∞

(0,∞;H1/2(Ω)) and

‖z(·, t)‖H 1 / 2 (Ω) ≤ C1‖σ(·, t)‖L2 (Γ0 )

‖zt(·, t)‖H 1 / 2 (Ω) ≤ C1‖σt(·, t)‖L2 (Γ0 )

‖ztt(·, t)‖H 1 / 2 (Ω) ≤ C1‖σtt(·, t)‖L2 (Γ0 ) (74)

for some constant C1 > 0. By the Sobolev embedding theorem,
there exists a constant C2 > 0 such that

‖zt(·, t)‖L2 (Ω) = ‖zt(·, t)‖H 0 (Ω) ≤ C2‖zt(·, t)‖H 1 / 2 (Ω)

≤ C1C2‖σt(·, t)‖L2 (Γ0 )

≤ C1C2‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) (75)

and

‖zt(·, t1) − zt(·, t2)‖L2 (Ω) = |t1 − t2 |‖ztt(·, ξ)‖H 0 (Ω)

≤ C2 |t1 − t2 |‖ztt(·, ξ)‖H 1 / 2 (Ω)

≤ C1C2 |t1 − t2 |‖σtt(·, ξ)‖L2 (Γ0 )

≤ C1C2 |t1 − t2 |‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) . (76)

Using the Dirichlet map (73) and setting W (x, t) = w̃(x, t) −
z(x, t), we can verify from (72) that W (x, t) is governed by

⎧
⎪⎨

⎪⎩

Wt(x, t) = ΔW (x, t) − zt(x, t), x ∈ Ω, t > 0

W (x, t)|Γ0 = 0, t ≥ 0
∂W (x,t)

∂ν |Γ1 = 0, t ≥ 0.

(77)

System (77) is then written as

d
dtW (·, t) = AW (·, t) − zt(·, t) (78)

where A = Δ is the usual Laplacian with D(A) =
{
φ ∈

H2(Ω) : φ|Γ0 = 0, ∂φ
∂ν |Γ1 = 0

}
. From the proof of Lemma II.1,

A generates an analytic semigroup S(t) and there exist
M0 , μ0 > 0 such that ‖S(t)‖ ≤M0e

−μ0 t . By [24, Th. 3.2,
p. 111] and its proof, it follows from (75) and (76) that for
any W (·, 0) ∈ L2(Ω), the mild solution of (78) given by

W (·, t) = S(t)W (·, 0) −
∫ t

0
S(t− s)zs(·, s)ds

=: S(t)W (·, 0) +W1(t) (79)

is the classical solution, that is, W1(t) ∈ D(A) and AW1(t) is
continuous in t over (0,+∞). From (75), we obtain

‖W1(t)‖L2 (Ω) ≤
∫ t

0
M0e

−μ0 (t−s)‖zs(·, s)‖L2 (Ω)ds

≤ M0C1C2

μ0
‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) (80)

and

‖AW1(t)‖L2 (Ω) ≤
∥
∥
∥
∥

∫ t

0
AS(t− s)zs(·, s)ds

∥
∥
∥
∥
L2 (Ω)

=
∥
∥
∥
∥

∫ t

0
S(t− T − s)AS(T )zs(·, s)ds

∥
∥
∥
∥
L2 (Ω)

≤
∫ t

0
M0e

−μ0 (t−T −s)‖AS(T )|‖zs(·, s)‖L2 (Ω)ds

≤ M0e
μ0 T ‖AS(T )‖C1C2

μ0
‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) . (81)

Since for any t ≥ T

‖Δ(S(t)W (·, 0))‖L2 (Ω) = ‖AS(t)W (·, 0)‖L2 (Ω)

= ‖S(t− T )AS(T )W (·, 0)‖L2 (Ω)

≤M0e
−μ0 (t−T )‖AS(T )‖‖W (·, 0)‖L2 (Ω)

it follows from (79), (80), (81) and the Sobolev embedding
theorem that W (·, t) ∈ H2(Ω) and that there exist a constant
C3 > 0 such that

‖W (·, t)‖H 2 (Ω)

≤ C3
[‖ΔW (x, t)‖L2 (Ω) + ‖W (x, t)‖L2 (Ω)

]

≤ C4e
−μ0 t‖W (·, 0)‖L2 (Ω) + C5‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) (82)

with C4 =C3M0 +C3M0e
μ0 T ‖AS(T )‖, C5 =(M0C1C2C3 +

M0e
μ0 T ‖AS(T )‖C1C2C3)/μ0 . Furthermore, by the Sobolev

trace theorem, it follows from (82) that

‖W (·, t)‖L2 (Γ1 ) ≤ C6‖W (·, t)‖H 2 (Ω)

≤ C4C6e
−μ0 t‖W (·, 0)‖L2 (Ω) + C5C6‖σ‖W 2 ,∞(0,∞;L2 (Γ0 ))

(83)

for some C6 > 0. Since z ∈W 2,∞(0,∞;H1/2(Ω)), by the
Sobolev trace theorem and (74), we obtain

‖z(·, t)‖L2 (Γ1 ) ≤ C7‖z(·, t)‖H 1 / 2 (Ω)

≤ C1C7‖σ‖W 2 ,∞(0,∞;L2 (Γ0 )) (84)

for some constant C7 > 0. Since

e(x, t) = yo(x, t) − r(x, t) = −w̃(x, t)|Γ1 − ε(x, t)|Γ1

= −W (x, t)|Γ1 − z(x, t)|Γ1 − ε(x, t)|Γ1

the (23) then follows from (83), (84), and (15). �
From the proof of Theorem IV.2, we see that the assumption

that the measurement noise σ(x, t) is in W 2,∞(0,∞;L2(Γ0))
is used to guarantee (76) so that the mild solution of (78) is the
classical solution (see [24, Th. 3.2, p. 111]).

VI. NUMERICAL SIMULATION

In this section, we present numerical simulations for the
closed-loop system (22) to illustrate the effectiveness of the
proposed feedback control. For numerical computations, we
take Ω = {(x1 , x2) ∈ R2 | 1 < x2

1 + x2
2 < 4}, Γ = ∂Ω, Γ0 =

{(x1 , x2) ∈ R2 | x2
1 + x2

2 = 1},Γ1 = Γ \ Γ0 . The parameter is
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taken as c0 = 1. The external disturbance, the internal uncer-
tainty, and the reference signal are taken, as d(x1 , x2 , t) =
sin(x1t), f(w) = 0.1 sin(

∫

Ω w(x, t)dx), and r(x1 , x2 , t) =
sin(x2t). The initial values are taken as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

w(x1 , x2 , 0) = 4x3
1

(x2
1 +x2

2 )1 . 5 − 3x1√
x2

1 +x2
2

ŵ(x1 , x2 , 0) = 3x2√
x2

1 +x2
2

− 4x3
2

(x2
1 +x2

2 )3 / 2

v(x1 , x2 , 0) = 4x3
1 −4x3

2
(x2

1 +x2
2 )3 / 2 + −3x1 +3x2√

x2
1 +x2

2

(85)

where (x1 , x2) ∈ R2 satisfies 1 ≤ x2
1 + x2

2 ≤ 4. Since the spa-
tial domain consists of a 2-D annulus, it is easier to solve (22)
in the polar coordinate (γ, θ). The results can then be converted
back to the original coordinate for some figures if necessary.
Under the polar coordinate, system (22) can be written as
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂w (γ ,θ,t)
∂ t = ∂ 2w (γ ,θ,t)

∂γ 2 + 1
γ
∂w (γ ,θ,t)

∂γ

+ 1
γ 2

∂ 2w (γ ,θ,t)
∂θ2 , 1 < γ < 2, 0 < θ < 2π

∂w (1,θ ,t)
∂γ = f(w(·, t)) + d(cos(θ), sin(θ), t)

∂w (2,θ ,t)
∂γ = ∂v (2,θ ,t)

∂γ , 0 ≤ θ ≤ 2π, t ≥ 0
∂ ŵ (γ ,θ,t)

∂ t = ∂ 2 ŵ (γ ,θ,t)
∂γ 2 + 1

γ
∂ ŵ (γ ,θ,t)

∂γ

+ 1
γ 2

∂ 2 ŵ (γ ,θ,t)
∂θ2 , 1 < γ < 2, 0 < θ < 2π

ŵ(1, θ, t) = w(1, θ, t), 0 ≤ θ ≤ 2π, t ≥ 0
∂ ŵ (2,θ ,t)

∂γ = ∂v (2,θ ,t)
∂γ , 0 ≤ θ ≤ 2π, t ≥ 0

∂v (γ ,θ,t)
∂ t = ∂ 2 v (γ ,θ,t)

∂γ 2 + 1
γ
∂v (γ ,θ,t)

∂γ

+ 1
γ 2

∂ 2 v (γ ,θ,t)
∂θ2 , 1 < γ < 2, 0 < θ < 2π

∂v (1,θ ,t)
∂γ = −c0(v(1, θ, t) − ŵ(1, θ, t)) + ∂ ŵ (1,θ ,t)

∂γ

v(2, θ, t) = r(2 cos(θ), 2 sin(θ), t), 0 ≤ θ ≤ 2π, t ≥ 0
(86)

where we still usew, ŵ, and v to denote the states under the polar
coordinate for notation simplicity (the exact coordinate should
be clear from the context). The corresponding initial value (85)
is transformed into
⎧
⎪⎨

⎪⎩

w(γ, θ, 0) = cos(3θ), 1 ≤ γ ≤ 2, 0 ≤ θ ≤ 2π

ŵ(γ, θ, 0) = sin(3θ), 1 ≤ γ ≤ 2, 0 ≤ θ ≤ 2π

v(γ, θ, 0) = cos(3θ) + sin(3θ), 1 ≤ γ ≤ 2, 0 ≤ θ ≤ 2π.

The backward Euler method in time and the Chebyshev spectral
method for polar variables are used to discretize system (86).
Here, we take the grid sizes γN = 30 for γ and θN = 50 for θ,
and dt = 5 × 10̃−4 for the time step. The numerical algorithm
is programmed in MATLAB [28] and the numerical results are
plotted in Figs. 1–5.

Fig. 1 plots the tracking errors for the output signal to be
regulated and the reference for θ ∈ [0, 2π]. The convergence of
tracking error is clearly observed from the particular direction
θ = π/4 in the polar coordinate in Fig. 2. The numerical results
for w(x, t), ŵ(x, t), and v(x, t) are shown in Figs. 3–5 for
direction θ = π/4. It is seen that states w(x, t), ŵ(x, t), and
v(x, t) are all bounded.

Fig. 1. Tracking error e(x, t) = yo (x, t) − r(x, t) (for interpretation of
the references to color of the figure’s legend in this section, we refer to
the PDF version of this paper).

Fig. 2. Tracking error e(x, t) = yo (x, t) − r(x, t) in the radial direction
of θ = 1

4 π (for interpretation of the references to color of the figure’s
legend in this section, we refer to the PDF version of this paper).

Fig. 3. Evolution of w(γ, 1
4 π, t) under the polar coordinate (for inter-

pretation of the references to color of the figure’s legend in this section,
we refer to the PDF version of this paper).
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Fig. 4. Evolution of ŵ(γ, 1
4 π, t) under the polar coordinate (for inter-

pretation of the references to color of the figure’s legend in this section,
we refer to the PDF version of this paper).

Fig. 5. Evolution of v(γ, 1
4 π, t) under the polar coordinate (for interpre-

tation of the references to color of the figure’s legend in this section, we
refer to the PDF version of this paper).

VII. CONCLUDING REMARKS

In this paper, we present for the first time the ADRC for
performance output tracking to a boundary controlled multidi-
mensional PDE. A new infinite-dimensional ESO is proposed to
asymptotically estimates both unknown nonlinear internal un-
certainty and external disturbance for a multidimensional heat
equation. The speciality of this problem lies in the following
three points:

1) the uncertainty and control are not matched;
2) the boundary observation is almost minimal in the sense

that the signal makes system approximately observable
only;

3) the performance output is not used in the control design.
A servomechanism is designed by virtue of the measured

output and the reference signal after compensation of the total
disturbance from its estimation obtained from the ESO. The
following three major control objectives are achieved.

1) The performance output exponentially tracks the refer-
ence signal.

2) All internal-loops are bounded.
3) When the disturbance and reference signal belong to
L2(0,∞;L2(Γ0)) and H1(0,∞;L2(Γ1)), respectively,
the closed-loop is asymptotically stable.

In particular, The last point states that in the absence of dis-
turbance and reference, the closed loop is exponentially stable,
that is, the overall system is internally asymptotically stable.
In addition, the feedback control is shown to be robust to the
measurement noise.

An related important problem in the ADRC control of PDEs
arises when the control and the performance output are not
on the same part of the boundary (noncollocated). This is a
difficult problem because the control must go through the whole
spatial domain to exert its force from one part to another part of
the boundary. A possible approach could be the backstepping
design, which has been applied systematically to 1-D problems
in [18] and to the domain of Rn balls in [30]. Moreover it would
be more intriguing to develop ADRC configuration for general
framework of state-space representation of uncertain infinite-
dimensional systems to cover more 1-D and multidimensional
PDEs.

APPENDIX

WELL POSEDNESS OF OBSERVER (4)

Theorem A.1: Suppose that the input and measured output
of system (1) satisfy the following smoothness conditions:

u ∈ H1
loc(0,∞;L2(Γ1)), ym ∈ H1

loc(0,∞;L2(Γ0)).

Then, for any ŵ(·, 0) ∈ L2(Ω), there exists a unique solution
ŵ ∈ C(0,∞;L2(Ω)) to (4). Furthermore, if u ∈W 1,∞(0,∞;
L2(Γ1)), ym ∈W 1,∞(0,∞;L2(Γ0)), then

sup
t≥0

‖ŵ(·, t)‖L2 (Ω) <∞.

Proof: Let ŵ(x, t) denote the solution of (4) and write
ŵ(x, t) = Y (x, t) + Z(x, t), where Y (x, t) and Z(x, t) are de-
scribed, respectively, by

⎧
⎪⎨

⎪⎩

Yt(x, t) = ΔY (x, t), x ∈ Ω, t > 0

Y (x, t)|Γ0 = ym(x, t)|Γ0 , t ≥ 0
∂Y (x,t)
∂ν |Γ1 = 0, t ≥ 0

(87)

and
⎧
⎪⎨

⎪⎩

Zt(x, t) = ΔZ(x, t), x ∈ Ω, t > 0

Z(x, t)|Γ0 = 0, t ≥ 0
∂Z (x,t)
∂ν |Γ1 = u(x, t), t ≥ 0.

(88)

First, by Lemma III.2 and exchanging Γ0 and Γ1 , we can
obtain the well posedness of system (87): For any Y (·, 0) ∈
L2(Ω), system (87) admits a unique solution Y ∈ C(0,∞;L2

(Ω)) whence ym ∈ H1
loc(0,∞;L2(Γ0)), which is uniformly

bounded for all t ≥ 0, i.e, supt≥0 ‖Y (·, t)‖L2 (Ω) <∞ if ym ∈
W 1,∞(0,∞;L2(Γ0)).

Next we discuss the well posedness of system (88). To
this purpose, we introduce a Neumann map Υ0 ∈ L (Hs(Γ1),
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H3/2+s(Ω)) (see[23, p. 668]): Υ0(r) = z if and only if
{

Δz = 0 in Ω

z|Γ0 = 0, ∂ z
∂ν

∣
∣
Γ1

= u.

Since u ∈W 1,∞(0,∞;L2(Γ1)), it is obvious that z ∈W 1,∞(0,
∞;H3/2(Ω)) and

{
‖z(·, t)‖H 3 / 2 (Ω) ≤ C1‖u(·, t)‖L2 (Γ1 )

‖zt(·, t)‖H 3 / 2 (Ω) ≤ C1‖ut(·, t)‖L2 (Γ1 )

for some constant C1 > 0. By the Sobolev embedding theorem,
there exists a constant C2 > 0 such that

‖zt(·, t)‖L2 (Ω) = ‖zt(·, t)‖H 0 (Ω) ≤ C2‖zt(·, t)‖H 3 / 2 (Ω)

≤ C1C2‖ut(·, t)‖L2 (Γ1 ) .

Using the Neumann map Υ0(r) = z and setting Ẑ(x, t) =
Z(x, t) − z(x, t), we can verify that Ẑ(x, t) is governed by

⎧
⎪⎪⎨

⎪⎪⎩

Ẑt(x, t) = ΔẐ(x, t) − zt(x, t), x ∈ Ω, t > 0

Ẑ(x, t)|Γ0 = 0, t ≥ 0
∂ Ẑ (x,t)
∂ν |Γ1 = 0, t ≥ 0

which can be written as

d

dt
Ẑ(·, t) = AẐ(·, t) − zt(·, t)

where A = Δ is the usual Laplacian with D(A) =
{
φ ∈

H2(Ω) : φ|Γ0 = 0, ∂φ
∂ν |Γ1 = 0

}
. The rest proof is exactly the

same as the proof of Lemma III.2, from which we can conclude
that for u ∈ H1

loc(0,∞;L2(Γ1)) and Z(·, 0) ∈ L2(Ω), the sys-
tem (87) admits a unique solution Z ∈ C(0,∞;L2(Ω)), which
is uniformly bounded for all t ≥ 0 if u ∈W 1,∞(0,∞;L2(Γ1)),
i.e, supt≥0 ‖Z(·, t)‖L2 (Ω) <∞. �

In Theorem A.1, the output smoothness condition ym ∈
H1

loc(0,∞;L2(Γ0)) for open-loop system (1) can be further
guaranteed by some conditions of system (1), which is a pure
mathematical problem, less relevant to control problem dis-
cussed in this paper. We only address this problem for linear
case of f ≡ 0. The nonlinear case is much complicated.

Theorem A.2: Suppose that u ∈ L2
loc(0,∞;L2(Γ1)), d ∈

L2
loc(0,∞;L2(Γ0)), f : L2(Ω) → L2(Γ0) is continuous,

bounded, and satisfies the local Lipschitz condition in L2(Ω).
Then, for any w0 ∈ L2(Ω), the open-loop system (1) ad-
mits a unique local solution w ∈ C(0, τ ;L2(Ω)) for some
τ > 0. Moreover, if f(·) satisfies the global Lipschitz condi-
tion, then (1) admits a global solution w ∈ C(0,∞;L2(Ω))
and ym ∈ L2

loc(0,∞;L2(Γ0)). For the linear case of f ≡ 0,
if u ∈ H1

loc(0,∞;L2(Γ1)) and d ∈ H1
loc(0,∞;L2(Γ0)), then

ym ∈ H1
loc(0,∞;L2(Γ0)).

Proof: We first write system (1) as

d

dt
w(·, t) = A w(·, t) + B1 [f(w) + d(·, t)] + B2u(·, t)

(89)
where A = Δ is the Laplacian with domain D(A ) = {φ ∈
H2(Ω) : ∂φ

∂ν |∂Ω = 0}, and B1 = δ|Γ0 , B2 = δ|Γ1 are two Dirac
functions. It is well known that A = A ∗ and A generates

a C0-semigroup eA t = eA ∗t . Now we show that B1 and
B2 are admissible for eA t . By [29, Th. 4.4.3], it suffices to
show that B∗

1 and B∗
2 are admissible observation operators

for the adjoint semigroup eA ∗t . This amounts to showing that
a) B∗

1(A
∗ − I)−1 : L2(Ω) → L2(Γ1) and B∗

2(A
∗ − I)−1 :

L2(Ω) → L2(Γ0) are bounded, respectively; and b) for every
T ∗ > 0, there exists MT ∗ > 0 depending on T ∗ only such that
the system of the following:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

w∗
t (x, t) = Δw∗(x, t), x ∈ Ω, t > 0

∂w ∗(x,t)
∂ν

∣
∣
∂Ω = 0, t ≥ 0

w∗(x, 0) = w∗
0(x), x ∈ Ω

y∗m = w∗(x, t)|∂Ω , t ≥ 0

(90)

satisfies

∫ T ∗

0

∫

∂Ω
(w∗(x, t))2dxdt ≤MT ∗‖w∗

0‖2
L2 (Ω) .

A simple computation shows that (A ∗ − I)−1 φ̂ = φ, and

B∗
1(A

∗ − I)−1 φ̂ = φ|Γ0 , B∗
2(A

∗ − I)−1 φ̂ = φ|Γ1 (91)

where φ satisfies the following PDEs

Δφ(x) − φ(x) = φ̂(x), x ∈ Ω,
∂φ

∂ν

∣
∣
∣
∣
∂Ω

= 0. (92)

From the elliptic partial differential equation theory, it is seen
that (92) admits a unique solution φ ∈ H2(Ω) and there exists
a constant Ĉ1 > 0 such that ‖φ‖H 2 (Ω) ≤ Ĉ1‖φ̂‖L2 (Ω) . By the
trace theorem, φ ∈ H1/2(Γ0), φ ∈ H1/2(Γ1), and there exists
a constant Ĉ2 > 0 such that max{‖φ‖H 1 / 2 (Γ0 ) , ‖φ‖H 1 / 2 (Γ1 )}
≤ Ĉ2‖φ‖H 2 (Ω) ≤ Ĉ1Ĉ2‖φ̂‖L2 (Ω) . This implies that B∗

1(A
∗

− I)−1 and B∗
2(A

∗ − I)−1 are bounded.
Since A ∗ generates a C0-semigroup on L2(Ω), system (90)

admits a unique solution w∗ ∈ C(0,∞;L2(Ω)) and there exist
two constants M̂, μ̂ > 0 such that

∫

Ω
(w∗(x, t))2dx ≤ M̂eμ̂t

∫

Ω
(w∗(x, 0))2dx. (93)

LetE(t) =
∫

Ω(w∗(x, t))2dx. DifferentiatingE(t) along the so-
lution of (90) gives Ė(t) = − ∫

Ω |∇w∗(x, t)|2dx, which yields

∫ T ∗

0

∫

Ω
|∇w∗(x, t)|2dxdt ≤ E(0). (94)

Since by the Sobolev embedding theorem and the trace theorem

∫

∂Ω
ψ2(x)dx ≤ C1‖ψ‖2

H 1 / 2 (∂Ω)

≤ C1C2‖ψ‖2
H 1 (Ω) = C1C2 [‖ψ‖2

L2 (Ω) + ‖|∇ψ|‖2
L2 (Ω)]

(95)
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for some C1 , C2 > 0, it follows from (93) and (94) that

∫ T ∗

0

∫

∂Ω
(w∗(x, t))2dxdt

≤ C1C2

[∫ T ∗

0

∫

Ω
(w∗(x, t))2dxdt+

∫ T ∗

0

∫

Ω
|∇w∗(x, t)|2dxdt

]

≤ C1C2 [M̂T ∗eμ̂T
∗
+ T ∗]‖w∗

0‖2
L2 (Ω) .

Hence, B1 and B2 are admissible for eA t . Therefore, similar to
the proof of [33, Proposition 1.2], one can get the local solution
and global solution of system (89).

Next, we claim ym ∈ L2
loc(0,∞;L2(Γ0)). Since w ∈

C(0,∞;L2(Ω)), for any fixed T > 0, ‖w(·, t)‖L2 (Ω) ≤MT for
some MT > 0. Since f(·) is bounded, ‖f(w)‖L2 (Γ0 ) ≤M0 for
someM0 > 0. LetV (t) = 1

2

∫

Ω w
2(x, t)dx. Finding V̇ (t) along

the solution of (1) gives

V̇ (t) = −
∫

Ω
[|∇w(x, t)|2dx+

∫

Γ0

w(x, t)(f(w) + d(x, t))dx

+
∫

Γ1

w(x, t)u(x, t)dx

≤ −
∫

Ω
[|∇w(x, t)|2dx+ κ

∫

∂Ω
w2(x, t)dx

+
1
2κ

∫

Γ0

[M 2
0 + d2(x, t)]dx+

1
4κ

∫

Γ1

u2(x, t)dx

where κ > 0 is chosen so that κC1C2 = 1/2. This produces

∫ T

0

∫

Ω
[|∇w(x, t)|2dx ≤ κ

∫ T

0

∫

∂Ω
w2(x, t)dx

+ V(0) +
T

2κ
M 2

0 +
1
2κ

‖d‖2
L2 (0,T ;L2 (Γ0))

+
1
4κ

‖u‖2
L2 (0,T ;L2 (Γ1 ))

which, together with (95) and ‖w(·, t)‖L2 (Ω) ≤MT , yields

∫ T

0

∫

∂Ω
w2(x, t)dxdt

≤ C1C2

[ ∫ T

0

∫

Ω
(w(x, t))2dxdt+

∫ T

0

∫

Ω
|∇w(x, t)|2dxdt

]

≤ C1C2M
2
T +

1
2

∫ T

0

∫

∂Ω
w2(x, t)dx+ C1C2V (0)

+
C1C2T

2κ
M 2

0 +
C1C2

2κ
‖d‖2

L2 (0,T ;L2 (Γ0 ))

+
C1C2

4κ
‖u‖2

L2 (0,T ;L2 (Γ1 )) .

This implies w|∂Ω ∈ L2
loc(0,∞;L2(∂Ω)) and, hence, ym ∈

L2
loc(0,∞;L2(Γ0)).
Finally, we claim the last assertion. When f ≡ 0, u ∈

H1
loc(0,∞;L2(Γ1)), and d ∈ H1

loc(0,∞;L2(Γ0)), we can see

that ẇ(x, t) is governed by
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ẇt(x, t) = Δẇ(x, t), x ∈ Ω, t > 0
∂ ẇ (x,t)
∂ν |Γ0 = ḋ(x, t), t ≥ 0

∂ ẇ (x,t)
∂ν |Γ1 = u̇(x, t), t ≥ 0

ẏm = ẇ(x, t)|Γ0

(96)

where u̇ ∈ L2
loc(0,∞;L2(Γ1)) and ḋ ∈ L2

loc(0,∞;L2(Γ0)).
However, for system (96), we have shown that ẏm ∈
L2

loc(0,∞;L2(Γ0)). This gives ym ∈ H1
loc(0,∞;L2(Γ0)). �
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[30] R. Vazquez and M. Krstic, “Explicit output-feedback boundary control of
reaction-diffusion PDEs on arbitrary-dimensional balls,” ESAIM Control
Optim. Calculus Variations, vol. 22, pp. 1078–1096, 2016.

[31] G. Weiss, “Admissibility of unbounded control operators,” SIAM J. Con-
trol Optim., vol. 27, pp. 527–545, 1989.

[32] X. Zhang, H. Feng, and S. G. Chai, “Performance output exponential
tracking for a wave equation with a general boundary disturbance,” Syst.
Control Lett., vol. 98, pp. 79–85, 2016.

[33] H. C. Zhou and B. Z. Guo, “Unknown input observer design and output
feedback stabilization for multi-dimensional wave equation with boundary
control matched uncertainty,” J. Differ. Equ., vol. 263, pp. 2213–2246,
2017.

[34] H. C. Zhou and B. Z. Guo, “Performance output tracking for one-
dimensional wave equation subject to unmatched general disturbance and
non-collocated control,” Eur. J. Control, vol. 39, pp. 39–52, 2018.

[35] H. C. Zhou and G. Weiss, “Output feedback exponential stabilization for
one-dimensional unstable wave equations with boundary control matched
disturbance,” SIAM J. Control Optim., vol. 56, pp. 4098–4129, 2018.

Hua-Cheng Zhou (M’18) received the Ph.D. de-
gree in applied mathematics from the Academy
of Mathematics and System Sciences, Chinese
Academy of Sciences, Beijing, China, in 2015.

From 2015 to 2018, he was a Postdoctoral
Fellow with the School of Electrical Engineering,
Tel Aviv University, Tel Aviv, Israel. He is currently
with the School of Mathematics and Statistics,
the Central South University, Changsha, China.
His research interests focus on distributed pa-
rameter systems control.

Bao-Zhu Guo (SM’09) received the Ph.D. de-
gree in applied mathematics from the Chinese
University of Hong Kong, Hong Kong, in 1991.

From 1985 to 1987, he was a Research As-
sistant with the Beijing Institute of Information
and Control, Beijing, China. During the period
1993–2000, he was with the Beijing Institute of
Technology, Beijing, China, first as an Associate
Professor (1993–1998) and subsequently a Pro-
fessor (1998–2000). Since 2000, he has been
with the Academy of Mathematics and Systems

Science, the Chinese Academy of Sciences, where he is a Research
Professor in Mathematical System Theory. From 2004 to 2019, he was a
Chair Professor with the School of Computer Science and Applied Math-
ematics, University of the Witwatersrand, Johannesburg, South Africa.
He is the author or coauthor of the books: Stability and Stabilization of
Infinite Dimensional Systems with Applications (Springer-Verlag, 1999),
Active Disturbance Rejection Control for Nonlinear Systems: An Intro-
duction (Wiley, 2016), and Control of Wave and Beam PDEsThe Riesz
Basis Approach” (Springer-Verlag, 2019). His research interests include
theory of infinite-dimensional systems and active disturbance rejection
control.

Dr. Guo received the One Hundred Talent Program from the Chinese
Academy of Sciences (1999), and the National Science Fund for Distin-
guished Young Scholars (2003).

Shu-Huang Xiang received the Ph.D. degree in
computational mathematics from the Xi’an Jiao-
tong University, Xi’an, China, in 1997.

From 1997 to 1999, he was a Postdoctoral
Fellow with the Nankai University. During the pe-
riod 1992–1997, he was with Xi’an Jiaotong Uni-
versity. Since 1999, he has been with the School
of Mathematics and Statistics, Central South
University, Changsha, China, where he is cur-
rently a Full Professor in Computational Math-
ematics. His research interests include the ro-

bustness, high performance computing methods, and high performance
numerical integration algorithm for high oscillation differential equations.

Authorized licensed use limited to: CAS Academy of Mathematics & Systems Science. Downloaded on April 27,2020 at 10:17:03 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


