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Abstract  In time series analysis, almost all existing results are derived for the case
where the driven noise{二二}in the MA part is with bounded variance (or conditional vari-
ance). In contrast to this, the paper discusses how to identify coefficients in a multidi-
mensional ARMA process with fixed orders, but in its MA part the conditional moment

E(II二二III I }n-}), ,}>2 is possible to grow up at a rate of a power of log n. The well-
known stochastic gradient (SG) algorithm is applied to estimating the matrix coefficients of
the ARMA process, and the reasonable conditions are given to guarantee the estimate to
be strongly consistent.
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1  Introduction

  Data coming from various systems such as social-economical, bio-medical, engineer-

ing, and ecological, are often modelled by an m-dimensional ARMA process with m)1:

A(z)y,,=C(Z)W,, yi=0,  i<0, (1)
where

A(z)=I+Alz+⋯+APZP  and  C(z)二I+Clz+⋯+Crzr

are matrix polynomials in backward-shift
cients

                BT 0!一A1，二’

operator z zyn=y二一1 with unknown

  (2)
coeffi-

，一Ap, C1，⋯，C}.

The orders p and r of polynomials A (z)
the upper bounds for the true ones. The

0 on the basis of data{，、，k=0,1,⋯

and C(二)are assumed to be available
problem discussed here is to

}.

recursive

      (3)

or set to be

ly estimate

  By the classical approach in time series analysis, the second empirical moments for

{，、}are first calculated, and the Yule-Walker equations are derived at the same time.
The Yule-Walker equations in fact form a system of nonlinear algebraic equations with
respect to 0, and the solution to the system leads to an estimate for 0. By this approach,
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it is necessary to assume that{，*}and{wk} both are stationary and ergodic with some
additional assumptions on {wk } such as being iid or a martingale difference sequence
(mds). There exists a vast of literature on this approach, e.g. refs. [1一]among others. As

a matter of fact, these conditions implicitly imply that A(z) is stable, by which it is meant
that det A(z)务0, bz:

class of{‘。}，lim sup青

}:}5 1. To be precise, in ref. [6] it is shown that for a wide

又Ilyk 11'<oo a. s.is equivalent to stability of A (z), whatever
n- co     k=1

C(小s. When det A(z) has no root in};}<1 but possibly has roots on the unit circle,
the consistent estimate for 0 is also possible to be obtained as shown in ref. [7].

  It is clear that the estimation accuracy for all nonrecursive estimation methods depends
on the sample size. For example, the estimate obtained by the Yule-Walker equation ap-
proach depends on the second empirical moments whose accuracy in turn depends on the

sample size. Besides, the numerical solution to the nonlinear algebraic equations may give
rise to additional errors.

.15

1，

The other approach to estimate 0 is therecursiveway by which the estimate for 0

updated after receiving a new yn. For the one-dimensional ARprocess, i.e.C(的三
the least squares (LS) estimate gives consistent estimate for 0 if{二、}is an mds satisfying
the following conditions:

lim inf E(wn+i I .Fn)n-oo >0,  andsup E (I，二+，10}.7}1)<oc  a. s. (4)

for some口>2[8).

For multidimentional ARMAX systems, the consistent coefficient estimates can also be

derived in a recursive way by using a diminishing excitation technique}91.
other conditions it should be assumed that

For this, among

      _1_
lim inf一Amin ?*?:)>。，and1. 1

11in sup一

n- oc  n n - }0c 几

    n

艺Ilwkll2<oo  a.s.,  (5)
k=1

where

noting

and hereafter "mln(A) denotes the minimum eigenvalue of a matrix A. It is worth
that for mds the condition sup E(!} w。日a}-Fn-1)<oc with尽>2 implies that

lim sup青E(1w、日“<0c.
  几一 。〔 k=1

  In both recursive and nonrecursive approaches mentioned above, the variance in the

time average sense畏E}}二、}}“of {wk } is not allowed to grow up unboundedly.
                                    k=1

  When modelling a sequence of data received in real time, if it is observed that

青EJjYk}}“grows up as fast as (log n)s, s>0, then the Yule-Walker equation ap-
    k=1

proach fails to work. One may still want to apply a recursive estimation method to fit the

data into an ARMA process with the standard assumption on {wk} that{二、}
satisfying (4)

be explained

.However, such a data sequence does not fit any ARMA process.

is an mds

This can

as follows. If A(z) is stable, then as n --+ oo,青E I I Yk I I2 is bounded as
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shown in ref. [6], and hence a stable process does not fit the data. If det A(z)
拓 ，，，。+n‘1，二，，:4.。，_。，。}4:.      :a.} fti...，.、.，，.“ A-1- “。. 1 X- if， 日2、二   ,:11
is ull。tavic w1U1 whit LVVL u1Muc uic UPI-11 U1111 uian, uicii蕊L I I yk I I  will cnYvuc"Uaiiy

                                                                                                                  1

diverge to infinity. If det A(二)has no explosive root but may have roots on the unit circle,

then青E一ly、日2 may still grow up as fast as a polynomial as n*oc. Therefore, any
              1

unstable A(z) describes a too fast growth rate of青E Ily、日2 compared with that for the
                                                                                              1

data. Thus, we conclude that when modelling data with slowly increasing青E Jjyk 112 by
                                                                                                                              k=1

an ARMA process, the standard condition (4) is inappropriate.

In this paper, discuss modelling byusing processes withincreasing

青E日二*日’as n oo. The rest of the paper is organized as follows. In section 2,
    无=1

some properties of ARMA processes with increasing variances are pointed out. The esti-
mation algorithm and the behavior of the estimation error for wk are presented in section
3. The convergence of the estimate is characterized in terms of transition matrices in sec-

tion 4. The main result on strong consistency of On is given in section 5. Some concluding
remarks are given in the last section.

  In ref. [9], a detailed analysis is given for the algorithm to be defined in section 3 for
the bounded variance case. Techniques developed there are used here with modifications

to cope with unbounded variances of {wk }.

2 ARMA processes with increasingvariances

  As discussed above when去E jjyk jj2 slowly grows up as n*oo, it is reasonable
                                                      k=1

to model the data as an ARMA process with increasing variance, by which we mean

去E IIwk II' -> oo as n -+ oc. Let us first characterize such kind of ARMA processes.
    k=1

For this we introduce

  Al.  {wn,凡}is

and

the following conditions.

an mds with

      _1_
lim inf一入min

几 ?，?:)“/>0  a. s. (6)

sup(logn)-P-'12 ") E(IIwnjj'}凡一1)0.}n-1) = Cl<oo  a.s. (7)

月
川
」

4

一
梦口

for some口>2 and S E

  A2.  A(z) is stable.

  Remark 1.   It isworth noting at once that the condition (7) means

ByE(IIwnjj'3{.Fn-,) is allowed to diverge to infinity at a rate of (log n)
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Lyapunov inequality it follows that

sup
    1       r.+/日__.112.二 、/

石二二.二不压二万Fjlll‘u'二日 I fn-11
k- 6 ,.j

sup 1户       [E(Il wn(log n)1-6 ，，“‘}n-1)1‘(·zc}1·
Therefore, condition (7) implies that

二(11二二112 I .7n-1)、c2Cl' (log n)‘一‘，n>1,
which means that the second conditional moments of {wn } are also allowed to
infinity.

      (8)

diverge to

In what follows, by ci,a 二二 1, 2,⋯，we always denote positive values that are con-

stants for any fixed sample (w).

The following lemma shows that with A1 and A2 satisfied how fast去E 1lyk 112 and
k-1

杏又}}wk 112几 ‘‘~曰 11 ，甲曰

  无-1

  Lemma 1.

may diverge for an ARMA process withincreasing variances.

Assume A1 and A2 hold. Then

E 11wk 112一O(n(log n)’一‘)a.s.
k=1

(9)

and

又11yk 112一0(n(log n)‘一‘)a.s. (10)
k=1

Since口>2, by theC一and Lyapunov inequalities it follows that
 
 
曰.
土

 
 
一.
1))8  E [(IlWkll’一E(II二、II 2{Tk-1

Then by (7) and (11) we have
.77 k-1}、21 E(Il w、日“一J7k-1)"

k=2

一E(Ilwk II2
k(log k)1-b

22

了 <00
丈二盆k2

c
    (12) 

 
E8艺

Since

I

万. ， 二 ， 门
  is nonaecreasing witn respect to户，wimout iossof generality

we may一 睿、2 in ref. [7], and by the一二一theorem for mds[io]，see also
ref. [9]

IIwkII2一E(IIwk1I2
k (log k)‘一a

-Fk-1)
< oo  a. s.

 
 
 
 

气

日

q
山

 
 
 
 

t
，

乙

k

From this by the Kronecker lemma it follows that

1 II二、II’一E[IIwkII21 "Fk-1]
(log k)‘一a
lies that

-目----令0 a·5.，
几 倪 -今e(】

倪
可
‘
卜

which inco印orating with (8) imp
          }}二 i2

E石Ilu'kll(loa k)1-a
k= 2 、 ~

=O(n).
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From here (9) follows, and by A2 (9) implies (10).

Let

Q.E.D.

此全吠，⋯，，称+11《，⋯，wTwn-r+l ]T
which is called the stochastic regressor, since by (1) and (2) yn+1 can be written in a
regression form:

、、，
..户
少

、、，
，.户
‘

O
d

4

1
上

，
上

JI

、

/
占
.
‘
、

纵十1=群试+叨。十1.

Let

nS 0全艺、兄、T}00k+
k-1

二一1.
p+r

The behavior of裂will play an important role in the coefficient estimation. However,
because of involving wk,⋯，w。一二+1, the regressor Wk and hence the matrix裂is un-
available. We need the following condition.

  A3.  A(z) and C(z) have no common left factor, and【再:CT] is of row-full-rank.

  Lemma 2.  Assume A1 and A3 hold. Then
        _1_

lim inf一Amin
n- oc 几

(裂)全CZ>0  a. s. (15)

The analysis method is similar

some modifications should be made to cope

present the complete proof for readability.

to that for Theorem 6.3 in ref. [9], but here

with the situation of increasing variance. We

Let

人全(det A(z))cp0，det A (z)一ao+a1z+⋯+a,zs,  s(MP.
It is clear that

入min 又人f Tk
k=1

                        n S

一，.栗，又(XT fk)2((“+‘)又akAmin(Sn)'
                k=1                           k=0

and for (15) it suffices to show

lim inf王Amin
几一 〕口 n 艺 f   Tkfk (16) 

 
0. 

 
尹

、1

/k=1

Assume the converse: There exists a sequence {r7kI of unit vectors IJ q、日=1 such that
n k

、1

矛

脚了
︸1
1

f

、

.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

月
乙

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

名
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

T

‘1

/

 
 
 
 

2

lim n-11
， n

陀-十 兀 艺('/kfi) = 0.

i=1

  Let

        }n*     0 ra(0)T'ink = L  nk⋯，a(p-1)T， O(0)Tnk       1   nk   f⋯，o(r-1)T]Tnk ，
where a淤and刚 both are m-dimensional, and let

p-1 r一1

Hnk ('z)艺a(kTZ'AdjA(z)C(z)+艺}(i)TZ' det A(z)I�znk 艺h(')nk
i=0 i=0 乞=0
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From (1) we have

det A(z)yn=AdjA(z)C(z)wn，

and hence

fn=

汀l

det A(z)cp吴

[det A(z) y',n⋯，det A(z)y} P+1, det A(z)wn ,⋯，
[(AdjA(z)C(z)wn)T,⋯，(AdjA(z)C(z)w。一，+1)T+1)  ,

(det A(z)w,,_,+1 )T, T.

det A (z)二柔r+1
(det A(z)wn)T,

Thus,

?Ink;一{an0)AdjA(z)C(z)+⋯+a(P-1)Tznk，一‘AdjA(z)C(z)
    +睽，det‘(:)‘+⋯+岭‘’，:一‘de七‘(:)‘}二，
一Hn, (Z)二，一艺h (j)TWnk*一，·

                      j=0

By the converse assumption
nk n无

limk-oc‘’艺(?? kfi)2-
一1

lim n;_
， 几

犬-申cX〕
E (h  (O)TWih nk +”

戈= 1

Paying attention to (8) we find

            i=1

that Theorem 2.8 in ref.

·+h玖，T二卜。)2h(w)TUZ-N)nk 一0.   (18)

[9] can be applied to the mds
、!

、
汀
」(log二)-百-
and hence for j>s we have

}} nk _ ‘、}}
}1h (j)Tnk “一了‘1}“    (s) I}
I I        x>, v a 日

1一占 1_ 占

引{h洲日}h划} (log(i一.9)) 2(log(i一s)) 2
叨乞-'g-了

i>jVs (log(i一}))
12占

、艺

wi-s
1一 占

(log‘一s)) 2
、、
、
.
.
了
/

甲、、
、
.
.
，
/
声

 
 
 
 
 
 

台
‘

 
 
 
 
 
 
 
 
 
 
 
 
 
 

.
心
U 

 
 
 

切

n无/
夕
.
.
吸
、
、

尹/
了
.
.
龟
、
、

引)h(j)日}h(s)n110 E (log‘)‘一‘
乞= 1

钊h划日!h划}O ((log nk)2'Y“一‘)n k)， (19)

where w E (1.1), and for the last inequality the estimate (9) of Lemma 1 is invoked.
                    ， 、 乙 产 1 占 .

Thus, by (6) and (19) we have
nk

E /h(o)T(  nk二，+.二+h (p)TWnk;一;)’
乞=1
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      几无

)艺[(h淤T wi)2+·
      乞=1

                                          拼 拜               nk

二+(h(p)TWnk*一;)’」一艺艺I一h (j)Tnk艺W，一，叨T sh(s)Wi-   nk一}
                                j=0 8=0           i=1

s笋j

)“*艺11hn'k 112
          了=0

)Ank(1+o(nk))

艺11hnjk 1120 (nk(lognk)27(‘一‘，)
J=0

Combining (18) and (20) leads to

                日h(j) }}
and hence

- ---今

无~ 。。
0,J=0,1,⋯ ，拼，

Hnk (z)-----今
k-. oc

0.

Since {77nk}is bounded, there is a convergent subsequence tendi

Since Hak(:)~- ---令
k- C洲〕

p一1

[a  (O)TCe ⋯，a (p-1)T' O(O)T'⋯，口(r一‘，T」
0, we have

ng to a unit vector
T

r一1

艺a(i)T z'AdjA(z)C(z)+Eg(i)T z' det A(z)I一“·
i=0 乞=0

  Since A(z) and C(z) have no common left factor, there are M(z) and N(z) of com-
patible dimensions such that

                  A(z)M(z)+C(z)N(z)

From (21) and (22) it follows that

= I. .(22)

P-1                             P-1

艺a(i)T ZZAdjA(z)一艺
i-0                             i=0

a(i)TZ'AdjA(z)(A(z)M(z)+C(z)N(z))

=det A (z)
P-i‘、_ T-L _ 、

艺a(ql}zim(z)一艺0(2)"z'N(z))
i=O                                                                                    i=U /

0-- det A(z)又}C(2)T z2.
乞=0

Multiplying the above expression respectively by A (z) and C (z) from the left, we

、
.
J
尹

、l

j

9
d

4

9
习

q
白

矛
1

、

2
‘
.
、
几

ce(i)Tz‘一又P(i)T ZZA(z)
i-0

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1
二

1
1

f

一

0

-

 
 
一

一
‘
、
产

.

--

r

p

公
，

‘

2

and

,3(z)Tz‘一又Y(i)Tzic(z).
云=0

艺
i=0

 
 
一

  Since [AP:CT] is of row-full-rank, /,t (i)T [Ap:CT] }4 0 if“(‘)尹0. Assume 1L(i)TAP =A
0. Then the right-hand side of (23) is with order greater than or equal to p, while the
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left-hand side of (23) is a polynomial of order less than or equal to p一1. This is impos-

sible. Therefore, [i(i)T人=0, and we must have p(i)TC兴0. From (24) by the same
argument we arrive at a contradiction. This means that M(i)=0, i=0,1,⋯，v, which
in turn imply that

        a(2) = 0,  i = 0, . . . , p一1,  O(j) = 0,  j = 0, . . . , r一1.

This contradicts with that (a(0)T ,⋯，a((p-1)T， O(o)T'⋯，,3(r-1)T]T is a unit vector. The
contradiction proves (15).

3  Estimation algorithm

  As mentioned in the last section, the stochastic regressor 0吴in the regression model
(13) is not available, and hence it cannot be used in the estimation algorithm.

  Denote by wk an estimate for wk. Then只is estimated by

          V̀ n全瞬，。柔11⋯，。柔P+11《，⋯，劝Tr+1}      Twn-r+1 ] (到
  We estimate 0 by the following recursive algorithm:

ek+1一。、+丛(，、+，一。T,}k yak )T
                      ,,.k

r、一1+艺110i112,    a>0. (26)
i-1

From (13) it is seen that the estimate wk for wk is naturally to be defined as

wk= y、一BT1   ,}k-1 Y'、一1-
With an arbitrary 00 and initial values沪，=0, i<0, (25), (26)

                (27)
and (27) form a recursive

algorithm estimating 0 called as the stochastic gradient (SG) algorithm.

Noticing that yak (yk+:一BT Ok)T is the gradient of Ilyk+1一OT Ok 112, we find that the SG
algorithm, roughly speaking, is a stochastic approximation algorithm["] forminimizing

mm0EII yk+1一OT Ok 112,

二二 0o.

Let (k and 0葺denote the estimation errors 1.e.

wk+1一wk+1=

0、一,}04'k

for二*+:and功、，respectively,

yk+1一e万0、一wk+1，△
--

--

众

试

  For the convergence analysis of the algorithm (25)一(27), the behavior of众is of crucial

importance, because the estimation error for the regressor沪吴is totally determined by
1}k}.

  The property formulated in the following lemma was established in ref. [12] for the

case where{二、}is of bounded variance. We now show that this property remains true for
{wk} being of increasing variance.

  We need the following condition.
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  A4.  C(z) is strictly positive real (SPR), i.e. C(e'A)+CT (e-"\)>0, VA E [0, 27r].

  Remark 2.  From A4 it is clear that there is a small number a>0 such that C(e")+
CT (e一‘a)>aI, VA E [0, 27r]. Thus, A4 implies that there exists a>0 such that
C(z)一号I is SPR. From now on, it is assumed that a in (26) is selected in such a way.

  Lemma 3.  Assume A1, A3, and A4 hold. Then for {}k} given by (28)

又 IISkjj<00
份 ,.   T k
凡 二:L，

a.5。 (30)ll’&lI

Proof.  Let the estimation error produced by (25)一(27) be denoted by

0k=0一0k.

From (26), (28) it follows that

Bk+1=ek一OZOk (STk+WTwk+1) (31)

Notice that

      C(z)Sk=C(z)(yk+i一0万0、一wk+1)
=yk+1一C(z)wk+i+(C(z)一I)(yk+1一ekOk)一Bk Ok
=0To、一BT 4'k、一Bk 4'k

By Remark 2,a m (26) is selected such that C(z)一

(32)

is a

constant E1>0 such that

SPR, by which there

‘九“2aE(Ti(BiO，一
all+Et).\
— (、I妻 U,

      2 ‘“/ -
to=0. (33)

乞=1

By (31) it follows that

trJTtrBk+1氏+1
  tk+1

+ 一二‘‘二
    rk
=tr盯B、一2a(菇+w乙1)

rk

r2k

    ，211认 112

+U IIwkjj II(k+wk+川
    tk+t

“+ —

=tr鬓Bk-2a[好(ekO、一号
    rk

(1+Ei)氛]
rk

a2(1+E1)II(kll2 taw吞10万Yak
        rk

    。2日从 112

牛c.r卫I竺k业，}}
                    ‘， 日

r2rk
wk+l2+

2a2110k 112
  r2k

T}k wk+l+

蕊tr
    tk

十 —
  rk_l

    *2日从 }12

牛U iiwki止日
  . ‘， 日

r2rk

a2El1Ibk}}“
      rk

          n~2i
二。 乙a !

}}“+二兰卫

2。二歌1e万Ok

嵘wk+l

Copyright by Science in China Press 2005



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

，

、
.
产

，，

J.
上

月
+

一、
口

:

闭

0

:

八、
︶

石
U

-︸

了
下
、
、
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mming upboth sides of the above inequality from 0 to n+1 andassuming r_1
w e am ve

trOT , 6n+1+to+1+华亡11(i 112
                  2言

簇tr盯氏+。。一2a w耳1BTOi
      r乞

110川    _2、， 日W训}
州卜 文 ， 一.-弋r--

                工 J 林 ‘

            — 了布
            i= u

11 wi+1 112、艺
1=0          几 1从 112 ，卫_ ” I广 112

  。_2下.-， }!甲训},-T_.. 以 c1可气 }}、训}
叶~G (X ， ---气7- 仁; U1011 一 — ， — .

              Z J ...L .. 二 山 q Z J 林
              — 了“ — 14
            2=l) ‘ 2=1

By Lemma 2 it follows that there is C3>0 a.s. such that

艺11y; 112)Can    bn.

Then we have

rn、1+艺11yi 112)Can. (35)

We now estimate the sums at the right-hand side of (34).

By (7) and Theorem 2.8 in ref. [9] we have

(36)

where (32), (35)

By (7) and the convergence theorem for the following martingale difference sequence

log

  11w、日“
门。， L、1-a

E(}Iw*日2IJ7k-1)
  (log k)1-a

we see that

? 卫竺I I1p
/ J .2

i-1

}}iI I
(IIwi+1112一E(日wi+1日21'77i)) (37)

nvergent on the set where

110;日2
(log￡)‘一a<00. (38)co艺

1=2
Notice that for any p E (0,1)

甲 卫竺II
L.} -1十w

      ~ i‘
乞二二L ‘

1{4}iII
  00     or;.     1           00     Pr;. ， roo     7-
V-- I 一 ax          T-- I 一 ax                                        I       ax ，。，、

乙/,},1+u乙/,,,1+JU一丈,y.1+}<00. 口)i-2 J r‘一1’i         i-2 ./ ri-i~ JL 一
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Further, by (8) and (38) it follows that

E(II wi+l II2I_ii)<oc  a. s.
门
‘认

r2
co艺
1=0

This together with convergence of (37) implies

甲  IIY'ill
Z J ，2
— 了;
i=0

Ilwi+l 112<00 (40)回

Again, annlving Theorem 2.8 of ref. [91 we see that by (35) for ti E (1,1)
    ..砂 ‘ 人 ‘ ，.尸 ‘ ~ . 、 ， 、 “ ，

止址 日洁.胆 _
、 、I I甲训I  r1'_..
2 一甲丁一、i Wi+1=
一 r厂
i= O 。((窖Will 44i=0                                           ra，，‘，，

。((E IISill2 Iy/i=o ri

2.log (2、1))，)

(41)

Since -r C-(要。1). the terms on the right-hand sides of (36) and (41) are either bounded
                  ， 、乙 ， ， ~

or dominated by。quantity of o( E鹦)
                                                            、i=O ，

that the right-hand side of (34) is bounded.

.Therefore, by (36), (40), and (41) it follows

Thus, (34) yields that { I 10、日}is bounded and (30) is correct.

4 Auxiliary results

We are planning to prove strong consistency of ek defined in the last section. For this

we first establish some auxiliary results.

From (13), (26), and (29) it follows that

Bk+，一ek一aOk ( ,SOT。十二Tk+，一Y'k 8k)
                          Ik \ ，

aOk ((AT
        、\丫k

  7.k \
一Wk T)。一，Tk Bk+wTwk+l )

aOkOk
    rk
)6k+aOkOkT e (42)

rk

a功、T
— 产U少L.，。
  ~ 几一「人

  Ik

 
 
-

-

~氏

汀

From here it is seen that(，一嚓 )serving as the transition matrix plays an important
role in the behavior of {Bk}.

Let us recursively define 4)(n+1, i) and V (n+1, i) for。+1)i, i=0,1,⋯as

八j

4

(4

(4

follows:

    。(·+1,，)一(‘
    。。(·+1,;)一(‘
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where

r0一1+艺ll}0112 (45)
戈-1

The following lemma shows the properties of qD(n, i) and its relationship with 40(n, i).

Lemma 4.  i) For the algebraic recurrence (43) the following inequalities take place:

︸‘
U

7

(4

(4

I I -1b U, 0) 0i日z
      rJ

  饥〔刀+r)
1<一 ，

          a

 
 
 
 

气

曰

门

 
 
 
 

砚
、

‘

夕

11-D(n, i+1)02112
          rz

  m〔刀+们
蕊一

            a

I
J

，

一

n
︸

几

下
，

名

.2

ii) Assume Al, A3, and A4 hold. Then

        S0全{。:
with possible exception

(n, 0)一 。}〔S全{。
a set of probability zero.

:4)(n,0)一 0} (48)护

on
Proof.  The assertion i) is derived by a purely algebraic manipulation withoutusing

any assumption on the system. For its proof we refer to Lemma 4.2 of ref. [9].

  In ii) all conditions Al, A3

established, the proof can be

ref. [9].

，and A4 are used for deriving (30). With (30) having been

carried out along the lines of the proof for Theorem 4.4 in

  Theorem 1.  Assume Al-A4 hold. Then the estimate 0k given by the SG algorithm
with an arbitrary initial value converges to 0 on S defined by (48) with possible exception

on a set of probability zero.

Proof.  The proof is modified from that for Theorem 4.3 of ref. [9] by taking notice
of increasingvariancesof {wk}.

By (42) and (43) it follows that

0n+1=4D (n+1'0)00+a资。(。、，，、+，详2T。一。炭。(。+1,、+1)̀r71) _ wT,+1.
一 r‘ 一 r.;
j=U                           '            j=U

                                            (49)
For proving the theorem it suffices to show that the last two terms of (49) a. s. converge to

zero on S.

For the second term on the right-hand side of (49) we have
T

一

 
 
了
，
.
一
r

J必
.
-

 
 
 
 
 
 

一.
土 

 
 
 

+艺4)(n+1,j 艺 -1) (n+‘，9
j=0

  _、O; OST I I日
+1)一 }I<1日

          r‘ n   I
j=0

(50)8艺

1
12、、

、
.
.
口
2
/

、艺
j=N十1

111D(n+1,j+1)州!“
          rj =N+1

/
犷
皿
.
、
、
、

 
 
 
 

十
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For any fixed N, the first term on the right-hand side of (50) tends to zero on S as n*00,
while the last term may be arbitrarily small if N is sufficiently large by (47) and Lemma 3.
Therefore, the second term on the right-hand side of (49) tends to zero a.s. on S.

We now consider the last term of (49).

Let -y>告.Then by (35) there is p。(0,1) such that
门，_八1-b ，

llvb' c}匕一I -止'4
    .    2y 、,.,1+A
    了i 了i

(51)

for some c4>0 a.s.,

、1

产

月
U

、1

产

马
自

口

o
d

民
J

a

l匕

了
1

，

了
.
吸
、

where S is
                  C幻

    艺
i=1

the one figured in A1. By (39), (51) it follows that
11洁.112

11 "a笋(log‘)’一‘<oc  a.s.
  了i

  Then, by the convergence theorem for martingale
(52) yield that

sequences 19,101, (8)

  。( 孟 _.T
、-一、 公‘之U‘11

、 二二一止二己二
Z J ,;甲

2=1 I i

< 00
              1

a.s.  by ) 二.
                Z

This implies
从 �..T
wi幻口i -4_, △ 。

一 = 叼 < oo  a.s. (54)00艺
间
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又
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-1全。，we find that

。(。+1, j+1)鱼wTw4+
                    Tj

4)(n+1,j+1)(Qj
J=0

，

人-[(D (n+1,j+1)一,P(n+1, AQj

[-cD(n+1,j+1)一-1)(n+1,j)]Q
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卜
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卜
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刀

Q
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j=0 乞二J

从 �..T
Wi切i+l

    ri

    日 n 从 .4,T  00  -k ...T 日
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  ii 高 Ti胃 ri    I

and hence on S

。(。、1,、、1)李二Twj+l
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气
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九
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卜
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叹
，
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.
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.
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ZJuis。(。+，，，、，),j ,j T  oc   'iWTi+1

  I I高 Tj葛
(55)
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  If we can show that the second term on the left-hand side of (55) tends to zero as

n* oc, then so does its first term. This combining with convergence of (50) to zero

leads to that all terms on the right-hand side of (49) tend to zero a.s. on S and thus
completes the proof of the theorem.

  In order to show

右二/__，:.，、妈叮 00叭叨       TOjOj X- Oiw川
17 . 'Et”十 l}j十 上)— 2 — 日一 u
一 T‘ 一 ，T, 日 n-oo
j=0 沙                                 2=j

that for any given el>0, N can be selected large
                    日 。。 1 _..T ii

              I I r"、 ‘‘‘-"T. II< e,、 d7李 四、

          日‘u r‘ 日

a.s. on S, (56)

we first prove enough such that

(57)

where。E (0,要、
                                    、 ， 乙 ， is arbitrarily fixed. Set

                      an =艺
0*w   TjWi+1

乞二二二汀r一“’
which is finite by (53).

We find that
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By (57) we now have
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·1)罕00  0iw +11) }J }̀'jr                          rii=j
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石
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which tends to

(56) is derived

zero as n -> oc then N oc by (47) and (39). From this, the convergence
rj

T
and at the same time the proof is completed.

5    Main result

W已now ina position to proveour m ain result.

Theorem 2.

Then Bk一.一一 - 冲

九 ~-十e丈二

  Assume A1-A4 hold. Let 6k be given by the SG algorithm (25)一(27).
B a.s.
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By Lemma 4 and Theorem 1 it suffices to show that

-[DO (n, 0)一 。 a.s.,
九 --争OC

where V (n, 0) is recursively given by (44), (45).

Step 1.   Let us first explain the idea of the proof. For this we define

IIY'} II2
r0 (log r01)‘一‘’

(58)

where〔is taken such that:

enough so that log r0 o>1.
誉5〔<‘and。。possibly depending on sample no is large

码
馆The selection of〔is possible s'm ee6任 ，1] as required in

A1. We now show that s二一 oc a.s. By Lemma 1
宁.‘一冲己C

、1

少

、
1

尹

Q
U

O

︸勺
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才
1

、

f

r0rn一O (n(log n)‘一‘).
By (15) there is c5>0 a.s. such that

:0rn-1)C5 n
for all sufficiently large n.

Combining (59), (60) leads to

                  0毛c6 0一，(lo9       0rn < C6rn-1 (log rn-1)‘一‘
for some c6>0 a.s. and all large enough n. Assume
both (60), (61) hold for n)n0. Then

n0 m

                  (61)

(58) is large enough so that

    _1合 1100112
Sn+1  i C6乙r0 1 (log r9-,不e-6一

1 r}       dx

c6
宁艺

乞二二no o_，    r-1乳，(log r0 i )“一‘

戈一 1

      dx

x (log x)“一e-6

          1
_ iii卜 扮 林 U 、仁~rV一 1

一 丁-一尸下一一了不一 以ivr, ,几)
    气〔十0一 1)C6

(log ro。 )E+a-i}-一---今 OC a.s.,
72-十e(

>1. This means that there is C7>0 a. s. such that

      8n+1 )C7 (log r')'+'一‘*00

8
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、
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1
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n
J
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1
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From sn
n -十0(

。‘it is clear that

      m(t)全max{m:，。簇。}
is finite for any t〔(0, oo) and diverges to infinity as t、00.

Therefore, for (Do (n, 0)一 0 it is 一 )

C- C‘

0.
n -一今0(

The idea of proving (Do (n, 0)

equivalent to show V (m (t), 0)

0 consists in showing
n - 仁X〕

            II1Do(m(no+kd)),。(。。+(k一1)d)川(1一ck-"
with c>0 and 0<al < 1, where d>1 is fixed.

(64)

If this is done, then

      lim 114)0(n, O)日=lim 114)o(m(no+nd), 0)}}
甲2-es今a 二 飞-叶eC
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提lim II V (m(no,
几 一，冲己丈〕 0))1111 11-Do(m(no+kd),。(。。+(“一1)d))11

k=1

成lim }' 'n-oo + y‘一ck一“1)一0,
k=1

and the proof of the theorem will be completed.

Thus, our goal is to prove (64).

Step 2.  We now show that there is c8>0 a.s. such that
m(no+kd)一1

艺 >C8 k午1, bk一1, 2,⋯ (65)
i=tn(二。+(k一1)d)

  From the definition (63), for m(t) it is seen that

                    t<Sm(t)+1<Sm(t)+1<'t+1.

  Noticing that by (61) for large no

                  log碟(2 log嵘一1  d̀n)no 7
and hence

(66)

  110io 112
ri (log ri )‘一‘

    dx

x (log x)‘一
、2 (log r0一1)E'

      七

we find that

                  /。 、鲁 /。 . _、，八鲁

log rnqn,o+(k-1)d) =气2Sm(no+(k-1)d)+1))戈彭no +(k一土)d)， (67)

where for the last inequality (66) is invoked.

  For large enough no from (15) we see that斗)誓I, Vi)
ri 1 '< C9i(logr0 1)1-a, Vi)。。.Consequently, for i一1)no

0O .
口i-1 _ U2 二
— J              _       _— 1.
Mu O。 门 。即 ,�u   11一0
，i-1      }}g1av5 ‘i-1J

no, and from (59), (60)
we have

              (68)

Thus, summing勿parts and
                m(no+kd)一1

taking notice of (68) we have

艺
0 ,r,OT
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m(no+kd)一1

艺
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SmI
m(no+kd)一1

(no+(k-1)d)一1
�,0

' m(no+(k-1)d)
+ 艺 S01-1
  i=m(no+(k-1)d)+1

0

2
护价

m(no+kd)一1
        ， C2

i 一1十只爪一
              6C9

艺
i=m(no+(k-1)d)+1

而不1172 11
，I\从J6 }i-11

)一I+鲁(log rm0(no+(、一1)d))‘一
                ‘Ls

m(no+kd)一1

又 I

i=m(no+(k-l)d)+l

    1}沪  0i0i}一“
r9 (log r乳1)‘一‘
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6一 〔

                    _ G, f E _ 、_、1一花一 _ 、_ _‘一。_

        )一I十女立}云(no+(k一1)d)!   (d一1)I)c8 k- I           (69)
            ’2c9 L2、“’、 一，j

with cg>0 a.s., where for the last but one inequality, (67) and the definitions (58), (63)
are used.

  Step 3.  We now prove (64). Let Pk be the largest eigenvalue of DoT (m(no+
kd), m(no+(k一1)d))I)o(。(。。+kd), m (no+(k一1)d)) and x,�(no+(、一1)d) the
corresponding unit eigenvector.

For i E [m (no+(k一1)d), m(no+kd)一1] recursively define xi by

x，十1一(‘-a淤衅T  r0 (70) 
 
 
 

X

、1

/

Then, we have

x轰(、。十、d)xm(no+kd)一x轰(。。+(、一1)d) 4)oT (m(no+kd), m (no+(k一1)d))}
                ·,(Po(m(no+kd),。(。。+(k一1)d))x,� (no+(、一1)d)

            - PkXm(no+(k-1)d)xm(no+(k-1)d)=。、. (71)
Further, from (70) we have

      x轰1xi+1 5汀x‘一ax子

g up both sides, leads to

xi,

which, bysum m ln

m(no+kd)一1

a 艺 簇Ilx'm(no+(、一1)d)}} 112一}I xm(no+kd) II 2二1一Pk,   (72)
i=m(二。+(k-1)d)

l l谓T x，日2
  r0

where for the last equality, (71) is used.

From (70) by (72) it follows that for i E [m(n0+(k一1)d), m(n0+kd)一1] we have

}，二:一二一(。。+(*一1)d。一{一
j=m(no+(k-1)d)

O0理xj
  r0

i--1艺

m(no+kd)一1

簇a(，ogr款(。。+、己卜1)-Eia (log r0m(no+kd)-1) 2 又
i=m(no+(k-1)d)

    ll刃l
(r0)去(logy0_1)'2̀

S VG (log r0,}(二。+kd)一1)宁(1+d)  2)I(1一。、)16k) 2. (73)

By (62) and (66) we see

,_-_0 /

lug 'I-m(no+kd)一1
1

-Sm(}o+kd)C7
no+

(74)

Combining (73) and (74) yields
1一 下

lixi一xm(二。+(、一1)d)!{成而 (1+d)  2) I (I一。、)21
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1一 匹

毛clok (1一。k) 2   for some CIO>0 a.s.

613

(75)

By (65)Incorporatingwith (75) we arrive at
T

-

n

，
J
-
一

从
甲
.
-:0
了

m(no+kd)一1

cs、s-Ec8k-、xTxm(二。+(k-1)d)       E (xm(二。+(、一1)d)一xj+xj)
j=m(no+(k-1)d)

m(no+kd)一1

5 (log r0 (no+kd)一1)‘一‘ 艺
  ii讨II 2

心(log心)‘一‘

1一 ‘

·clok- E+a-i(1一。*)_1k)2
j=m(no+(k-1)d)

m(no+kd)一1

+(logr0(log rm(no+kd)一1)
1一 f

艺
j=m(no+(k-1)d)

    110joll
(心)1(log心一1)宁

I}  OT10i  x:一}
(r0)2’

which, by (72), (74), and the Schwarz inequality, leads to

c8k牛 成C11 k
        (c13k

1一 已
+

1一 ‘

(1一。、)’/，+C12
1一 ‘

k2飞-+-1(1一Pk) 1/2
1(2

  1一亡

巴+占一1)(1一Pk) 1/2 (76)

for some c11>0, C12>0, C13>0 a.s.

From (76) it follows that

，、<11一C14k a1 ,    a1全
3(1一。)
〔+S一1

2(S一。)
      〔

  C14>0,  a. s. (77)

  Since S。(誉，1] and。。{誉，S), we have 2S(1一6)+E(1一〔)>0, which implies that
a1>0. The inequality a1 < 1 is equivalent to

                                    1一〔 1一S   1

    S

and〔)

+ 毛27
quently, we have

4

-5which is clearly held for S>

    〔

.Conse
4

-
5

0<Cel(1. (78)

Since JIV(m(no

  }}酬(m(no+

+kd), m (no+(k一1)d)日=P万，we have

kd),。(。。+(、一1)d)日簇(1一C14、一)216
c‘1一 14 k_al
          2

This verifies (64) with c=弩and at the same time completes the proof of the theorem.

6  Concluding remarks

The strongconslstency of the coefficient estimategivenby the SG algorithm is proved

for multidimensional ARMA processes withme化aslng variances.W匕now give afew

comments on the reasonability of the imposed conditions and on the possible further re-
search.

  Condition A1 describes what kind of increasing variances is considered in the paper. If
we find that the variance of a time series slowly increases, then probably to impose A2
is necessary, because any instability of A(z) will give rise to a quick (at least at a rate of
polynomial) divergence of the second moment of the data.
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  In A3 the condition on having no common left factor for A(z) and C(z) is natural for

identifiability of coefficients, but the row-full-rank condition of [Ap:C,,] is rather tech-
nical, because the orders p and r are assumed to be the upper bounds of the true ones.

Concerning A4, it is a strong condition on C(z) and may be weakened, e.g. to a stability
condition. This is for further research. Besides, it is of interest to consider other estimation

methods, e.g. the extended least squares (ELS) algorithm. It is not clear if the ELS works

for the case considered in the paper.
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