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LINEARIZATION WITH DYNAMIC COMPENSATION
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1. INTRODUCTION
Consider an affine nonlinear system which is defined in an n-dimensional manifold M
and expressed on each coordinate chart as ‘
22 = f(x) + 2,2, 8:(B i, (D

where x€ M, f(x), gi(x), i=1,---,m, are C” vector ficlds. The static state feedback
linearization problem is defined as that of finding a feedback law

u=ca(x) + g(x)v, (2)

where (%) is an m X 1 C” vector function, (%) is an m X m nonsingular C™ function
matrix,; and a diffeomorphism z = 2(x), such that the new system

= f(x) + g(#)a(x) + g(=)p(x)v (3)
can be expressed in the coordinate frame 2 as a completely controllable linear system
2= Az + B, 4

In this paper we treat only the local linearization problem.
In (3), g(x): = (g@(x),---5g,(x)). We give some more notations and conventions
as follows.

Let {X;,i€ I} be a set of vector fields. {X;,7€ I}, 5 denotes the smallest Lie subal-
gebra of T(M) containing {X;,i € I'}; Sp{X;,i € I'}is the submodule of T(M) generated
by {X;,z € I} over the ring of C*(M), G: = Sp{gi»i=1,---,m}.

The main result for local static state feedback linearization is given by Jakubczyk and
Respondek™ as follows.

Theorem 1. System (1) is locally static state feedback linearizable (around x,), if
and only if there exisis a neighborhood U of xy, such that on U

i) Ag: =Sp {L;gia i=0,1,---,k3i=1,---,m},k=0,1,.---,n — 1 are nonsin-
gular and involutive,
ii) dim (A,_;) = n,

Some improvements of Theorem | may be found in [2—4]. There are some algo-
rithms in [5].

Received December 27, 1985. Revised September 23, 1986.



No. 3 LINEARIZATION WITH DYNAMIC COMPENSATION 201

Very recently, in investigating affine nonlinear systems, the dynamic compensation - meth-
od has been used for searching into the invertible property and decoupling form' and
the linear matching problem®, etc.

The dynamic compensation method is that of putting integrators in some input termi-
nals, such that a new extended dynamxc system is obtained ‘as -

ze.{x_f(xH_“Jrg”’ 5)

gl =1,
where g* and g' are 7 X # and (m — r) X n matrices respectively and (z*, g') = g8°,
System Z" will be called one-fold extension of the original system X,

In this paper the dynamic compensation method will be used to investigate the lineari-
zation problem. The idea is that: An affine nonlinear system fails to be linearizable, but
by choosing a suitable subdistribution G' of G, the extended system 3¢ of ¥ may be line-
arizable. A simple example demonstrates that.

Example 1. Consider the following system
.i'l = X2 -+ (xl + 1)“1 +lx2u2,
2 X3 = X3 +1 4 Xol2s . . . (6)
Xy = c;)S (z + x-s)uz.

Since it is easy to check that G is not involutive; system (6) is not static state feedback
linearizable. Choosing g = g;,g' = g3, one may prove that the extended system is lineari-
zable,

2. Dynamic StaTe FeepBack IINEARIZATION

An affine nonlinear system X is called one-fold dynamic state feedback linearizable if
‘there exists an extension 3° of 3, such that 3° is static state feedback linearizable.

Let G* be a subdistribution of G. We defme a sequence of nested distributions induc-
tlvely as
Dg: = Gl ) )
{ i @
Dit = Ay + LG, i =1, ,
-where A,k == 0, are defined as in Theorem 1. Then we have the followmg theorem.

Theorem 2. System (1) is one-fold dynamzc szaze feedbacl{ linearizable, if and only
if there exists a subdistribution G* of G, such tha:

i)k Diyi = 0,1,-+-,n — 1, are nonsingular and involutive,
i) dim (D,_;) = n. '

Proof. Choosing G', the extended system (5) may be built. According to Theorem 1,
3° is static state linearizable if and only if, Af, 7 =0,1,---, 72+ 7 — 1 are nonsingular
and involutive, and dlm(A,,Jr,_;) = n + r, Hence the proof is completed by the following
{lemma. :

Lemma 1. The following two sets of conditions are. equivalent:
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- 1) the distributions Djsi = 0515+, — 1, are nonsingular and:involusive,

if) dim-(D,;) = n3 S

i)’ the distributions A;,/{ =0,1,--+5n+r - 1, »tz're nonsingular 'a?:zd' im/olutiz/e,
.'11) d1m (Azipy) =1 + . ‘ ‘ ‘ |

Proof. We claim that under either 1) and ii) or. 1) and u) » the following relation

. X o | -
A= SP{[ ],Xe Dk}+Sp{[I Jo S
Ligyg . R
Assuming i) and 11), we prove (8) inductively. It is obv1ously true for /{ =0, Sup—
pose it is true for k. Note that

holds:

Afss = AL F LeAg,
A straightforward computation shows that '
‘g Li+t +E"i7L:"-'—t"? e ‘
Lf[ fg’_] =[ g Bl L g]]. (9)
L o ) 0
By the involutivity of D, we have [L;gj,él] € Dk- Thus °(9) implies (8).

Assuming i)’ and ii)’, equation (8) can be proved in a similar way Usmg (8), the
eqmvalence of i), ii) and i)', ii)" is obvious o «‘ : o S |:|

) Comparmg Theorem 2 with Theorem 1 , it is clear that' Theorem 1is a spec1al case
of Theorem 2 with G*' = G, :

3. MULTI -FOLD CASE

Somet1mes 1t is posslble that the. one—fold 1ntegrator is..nat enough Thus a natural de-
velopment is puttmg more mtegrators on some term1nals Prec1sely, let

G'CG .. CG’CG

be a sequence of nested subdistributions of G. z-fold integrators are attached to each
terminal of Gf, Hence there exists a nonsingular matrix §°(x) = (p*(x), ¢*(x)), with
P (%) and ¢*(x) as m; X n,4, and m, X (n, — n;41) miatrices respectively, such that G* =
G (%) ,2=15. -+ ,5, where G'=G, . When ‘s integrators are ‘attached to G*, the extend-
ed system is called s-fold extension. If the s-fold extension of I is static state feedback
linearizable, we say that the original system is s-fold dynamic state feedback linearizable. .

To facilitate the presentation of our result, we define a sequence of distributions by
using a given nested sequence of subdistributions HyC H,---CH,C G of G as follows

:=H
e R (10)
Dyt = Hpas + LiDgss k=15250005 .
:Where“H, =G for ) >, . N
Cons1der1ng the linearization around 0, we have the follow1ng conclusion.

Theorem 3. System (1) is s-fold linearizable around 0, if .and.-only if there exists
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‘a sequence of nestéd ‘subdistribusions HiCHy- -~ CHCG of G, such that the, correspond-
ing distributions Do',Dl, ,D,,_1 constructed by (10) satisfy the followmg condztwns i

i) Diyi=031e-sn+s—m, are nonsmgular and zm/olutwe, R
ii) dim (D,,-(-;_m) = ﬂ,
i) [Hi,G1C D i

i

Lot s
Proof. Necesslty We first construct H;,z = 1,.-+,s5, inductively as
" Hi: = Splgd'} - N
Hy:=H.+Sp {gp"- 07"}, 4= 2,3, 55,
It will be shown that such H,,z =1, 2, -g,‘;,.- a-;e as Vr.eq'u-irjed. | |
+ . Now . the extended system can be described ,as

x=f(x) + 7 (x)z + g(x)v,
‘z—?z(x)z +q(x)v;' '

e, Cosi o an
2 ——p(x)z +q(x)v,,.., o
_ g =y
where (g'(x),g¢ (x)) = g(p'(®)>q'(%)). .
Without loss of generality we can'assume that - p'(x) and ¢*(x)isi=2; ¢, s, are con-

stant, because it is fairly easy to construct a local diffeomorphism as follows. Lét. 2° = z°

and assume Z2°,2° ', .+,% are well defined and 2/ = Ai(x)z!, Then we set

z’-l (P’(x)A’(x):q (x)) 121 1: 7_' 535 —1,.4+52,
‘and let ¥ = x, That under this new coordinate frame system (11) has . constant p ‘and q
follows quickly. . . L - ; : Lo
Notice* that system (11) is static state: feedback linearizable, if and only if ‘the corre-
sponding Af,i = 0,1..., satisfy the condltlons of Theorem ‘1. Since Af = Sp {g} A§ is
nonsmorular and 1nvolut1ve, if and only if so is Do. A s1mp1e computat1on shows that
- = Aj + SP{('(Lfgi + [2',5i12") 750, - - "0..)" =100 eym — m3
((Elqz)T 0:"'90)T'(0 (qussqz)T 0;"'9'0)T5"15°(.0>"‘> .o . ‘
‘ (P:—q 59" D750, O)T (05 0051,450)75(0,- <+, 1)T}5 - - oo (12)
where I,y and I ‘are identity matrices w1th d1mens1ons ne_z T Mo and n,_l -, respec-
tively.
For the nonsingularity of A{ (around 0), we should have
spilz'>g'1}CSp{Lsg'sg'587' ).
Thus in (12) Lgj+ [, g}]z* can be replaced hy _L,g}, Hence the nonsingularity and
involutivity of A{ and those of D, are equivalent.
Now since g'€ D, and D is involutive, [#',g'] € Dy if and only if [G,H,1C Dy,

- Continuing this _procedure, one can prove i) and iii) mductlvely. ‘
»+ It can also; be proved by induction that QO, <0, 0,17 . ,O)TE A

It is also true that (G7,0,..+,0)7€ AZ,

f5—g— 1—": t’
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.Hence A4, must span the whole tangent bundle of UCM X R1 X ... X R": - That
yields. ii),

Sufficiency: When conditions i), ii) and iii) are satisfied, it is ready to prove that
system (11) is static state feedback linearizable. ) ]

Using Taylor series expansion of coefficients, one may show
Corollary 1. If s = 2, and system (1) is analytic, Theorem 3 holds locally every-
where. :

Finally, we give an example which shows that some systems need multi-fold extension
for their linearization.

Example 2. Consider the following system _
Zie = () + a(@m ¥ Bl + (),
where € R, f(x)=(0,0,x + 21, 0, x, sina:)?, g1 = (0,2, 0, 2+ 1, 0, 22 — x,)7,
= (1,cosx5,0,0,0, 0) 283 = (x2+ 1,0,0,0,0,0)7,
Since [g1, g2] is not in Sp{gi> g1> &3> L1g1s Lsg2s L;ga}, the system is neither static

state feedback linearizable no one-fold linearizable.. But if we choose H; = Sp{g:}, H,=
Sp {g1,8:} and Hy = G, the extended system follows as

>e. {x = f(x) + g1(®)z + g2(x) 2 + g(2) s
21 == Ry 29 7= Usy 237 V3, ‘

It is readxly verified that 3° satlsfxes the conditions of Theorem 1 so it is static state
'fcedback linearizable. ' s
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